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The costs of social care will become increasingly difficult to sustain as the population ages and more people live with complex conditions. There is a body of research showing that admission to a care home can be delayed or avoided through preventive, upstream interventions. However, the evidence suggests that, increasingly, resources are being concentrated on people with existing high needs, with less investment being made for those people at lower, emerging risk.

‘Upstream’ interventions, which are aimed at maintaining or improving a person’s ability to live independently, are most cost-effective when they are offered to people who would – without intervention – truly go on to require intensive social care. Therefore, if more efficient investment is to be made in preventive interventions, local authorities need ways of identifying individual risk across their population so that they can target effective interventions accurately and proportionately. If reliable predictive tools to do so could be developed that used routine, electronically stored, public sector data, then these would allow local authorities to:

- target preventive interventions to the right groups of vulnerable people; and
- construct ‘business cases’ for doing so.

In combination, these would be powerful incentives for more investment to be made in preventive health, housing and social care.

In the related field of managing long-term medical conditions, unplanned hospital admission can be thought of as being analogous to needing intensive social care. Both situations are typically unwelcome to the individual concerned, they are costly to society and in certain cases, are potentially avoidable. Tools are now being used by the NHS to stratify entire populations according to individual risk of unplanned hospital admission. These tools (such as ‘PARR’ and the ‘Combined Predictive Model’ in England) use patterns in routinely collected data to make predictions about future risk. This feasibility study explores whether similar tools might be constructed to predict the risk of needing intensive social care.

A review of the literature shows that many factors are known to be statistically predictive of a future decline in functioning and the need for intensive social care. Such factors include physical and cognitive disability, sensory impairment, poor housing, poverty and lack of social capital. Certain medical diagnoses are particularly likely to affect independence, for example, cerebrovascular and cardiovascular disease, arthritis, incontinence, dementia and depression. All of these factors are more or less amenable to ‘upstream’, preventive intervention.

Using these known predictive variables, a number of assessment tools have been built to make forecasts of who will need future intensive social care. However, the existing tools
are designed for administration in person with clients (either face-to-face interviews or else by telephone or postal questionnaire), rather than by exploiting existing, computerised datasets alone. Many of the predictive factors used in these existing tools are not recorded in any routine data sources (for example, the opinions of the principal caregiver). However, information on a considerable number of such factors is indeed held in health or social services' computerised records. Examples of such variables include age, number of hospital admissions and specific diagnoses. A new tool that made predictions for individuals based on the person-level data in these datasets may not be as accurate as tailor-made instruments. However, the high cost of social care means that compelling business cases for preventive interventions could still be made on the basis of less accurate predictions.

Making forecasts using routine data would have a number of important advantages:
- by being far less labour intensive to use than face-to-face instruments, such tools could be applied systematically and repeatedly across a population
- they would be free from non-response bias
- they could in theory stratify the whole population, not just those already perceived to be at high risk. This would enable large numbers of people with lower, emerging risk to be identified and offered lower-intensity preventive care.

Other advantages of tools that use routine data include:
- less susceptibility to the inverse care law than a face-to-face tool (since practitioners in deprived areas may have less time to spend completing face-to-face questionnaires)
- avoiding the inverse equity hypothesis (which states that interventions that are targeted geographically to areas of deprivation tend first to be used by relatively less deprived people living in those areas)
- having the potential to be used in resource allocation
- having the potential to be used in performance assessment.

But there are a number of practical and ethical considerations that would have to be taken into account before such tools were built.
- Important issues of confidentiality and consent to consider if named individuals are to be assigned risk scores using routine data.
- Linking data sources at individual level across health and social care is particularly problematic.
- The tools are not 100 per cent accurate and arrangements should be put in place for people whose risk predictions are manifestly inaccurate.
- Data may be missing from routine databases on some individuals or groups (for example, many people are not registered with a GP). Again, arrangements would need to be put in place to support these people.
- The evidence base for ‘upstream’ interventions needs to be developed.

Five types of predictive models for forecasting the need for intensive social care are presented and appraised (models A–E).
Two models in particular – models A and E – merit further exploration. Model A would be relatively straightforward to construct and use, and would be useful because it predicts a particularly egregious outcome. Model E would encourage health and social care agencies to invest jointly and to work together in the prevention of adverse health and social outcomes.

The next steps for the construction of such models are suggested: one or more tools should be built and tested in a small number of sites across the country, and appraised in terms of accuracy against other methods for identifying those at high risk. Assuming that accurate risk tools can be developed, then the next requirement will be to design and evaluate the effectiveness of ‘upstream interventions’ that would be offered on the basis of the predictions of the tools according to how they reduce the risk of admission to a care home and their effects on ‘downstream’ health and social care costs. An analysis of the practical implications for local health and social care agencies will also be required. Then, in a few test sites, the performance of the risk tool(s) and associated interventions should be evaluated in a study akin to that proposed by the Department of Health to evaluate the Whole System Demonstrator sites.¹
Being admitted to a care home is a significant and often traumatic event. Not only may it signal the end of independent living outside an institution, but also it frequently entails living at a greater distance from family and friends, and away from a community that has been a key part of life. Financially too it is a very costly event – whether funded by the individual concerned, by his or her family, or by the state. For all of these reasons, supporting older people to continue to live at home where appropriate should be a priority for public policy, as should the development of fairer ways to help individuals and public authorities pay for personal and nursing care.  

In 2000, the United Kingdom spent an estimated £12.9 billion on social care. As the population ages over the coming years, so the amount spent in real terms on care is projected to quadruple to £53.9 billion by 2051.  

In the more immediate future, the number of people aged over 85 is forecast to rise by between 2.2–2.6 per cent each financial year between 2008–09 and 2010–11. This is already exerting pressure on adult social care budgets and, as a result, already less money is being invested in the social care of people with low to moderate needs. It has been estimated that if current trends were to continue, then spending on such care would end completely by 2009/10 in England.

There is robust evidence that admission to a nursing home can be delayed or avoided by means of preventive, ‘upstream’, interventions. For example, a meta-analysis found that programmes involving a domiciliary multidimensional assessment plus at least nine follow-up visits can reduce admissions to nursing homes by 34 per cent, and reduce deteriorations in functional status by 24 per cent. Similar benefits are seen even in the case of patients with dementia (a group of incurable conditions characterised by a progressive decline in function). Here, there is high-quality evidence that an ‘upstream’
intervention – in this case the training of carers – delays admission to a nursing home by an average of 20 months. Likewise, there is evidence that short-term rehabilitation schemes can successfully prevent admission to long-term residential care.

To be cost-effective, ‘upstream’ interventions that aim to maintain or improve a person’s ability to live independently should be offered to people who would, without intervention, truly go on to need intensive social care. Therefore, for more cost-effective investment to be made in preventive interventions, councils with social services responsibilities (CSSRs) need ways of stratifying their population according to individual risk, so that effective interventions can be targeted appropriately. If predictive tools were built that exploited the electronic data routinely collected in the public sector, then these would allow local authorities to offer preventive care to the most vulnerable people, and to construct ‘business cases’ for doing so. This would be a potent incentive to invest more in preventive health, housing and social care.

In the related field of managing long-term medical conditions, unplanned hospital admission is seen as analogous to admission to a care home. Both situations are typically unwelcome to the individual concerned; are costly to society; and – in certain cases – potentially avoidable. Tools are now being used by the NHS to stratify entire populations according to individual risk of unplanned hospital admission. These tools (such as the ‘PARR’ tool and the ‘Combined Predictive Model’ being used by primary care trusts (PCTs) in England) use patterns in routine data to make predictions about future risk. PCTs can then offer preventive services that are proportionate to individual risk (for example, intensive case management to those at high risk, and telephone-based coaching to those at lower risk). This feasibility study explores whether similar tools might be constructed to predict the risk of needing intensive social care.

The main objectives of this feasibility study are to:

- summarise general concepts of predictive risk modelling and assess its relevance to social care
- determine what specific risks (outcome or outcomes) could be predicted
- establish what factors are known to be predictive of adverse outcomes in social care
- review what attempts have been made to predict adverse outcomes
- recommend which data sources could be used to develop a model to predict risk of care home admission
- suggest the modelling that would be required
- identify a pilot site (or sites) to work with
- establish the accessibility of individual-level data, and the feasibility of linking it at an individual level, given confidentiality constraints
- estimate the cost of
  a) developing a model and testing it in other pilot sites
  b) making it usable by social services staff (for example, using appropriate software and providing the right help and support)

- suggest next steps.
A number of assessment tools have been developed to make forecasts of who will need future intensive social care. However, it appears that all current tools are designed to be administered by interviewing clients (either face-to-face, by telephone or by postal questionnaire), rather than by exploiting existing computerised datasets alone. Many of the predictive factors used in existing tools are not recorded in any routine data sources (for example, the opinions of the principal caregiver). However, information on a considerable number of such factors is held in health or social services’ computerised records (for example, age, number of hospital admissions and specific diagnoses).

A new tool that made predictions for individuals based solely on their person-level data held in routine datasets might not be as accurate as tailor-made instruments. However, there is evidence that predictive accuracy is similar when comparing tools that predict unplanned hospital admissions. In any case, the high cost of social care means that compelling business cases for preventive programmes may still be made on the basis of less accurate predictions. Making forecasts using routine data would have the following important advantages.

- By being far less labour intensive to use than face-to-face instruments, such tools would be cheaper to administer and could therefore be applied systematically and repeatedly across a population.
- They would be less susceptible to non-response bias.
- They could stratify the whole population, not just those already perceived to be at high risk. This would enable large numbers of people with lower, emerging, risk to be identified and offered lower-intensity preventive care.

Listed below are the other advantages of tools that use routine data.

- Less susceptible to the inverse care law than a face-to-face tool (since practitioners in deprived areas may have less time to spend completing questionnaires with clients).
- Avoid the inverse equity hypothesis (which states that interventions that are targeted geographically to areas of deprivation tend first to be used by relatively less deprived people living in those areas).
- Have the potential to be used in resource allocation: part of the funding that a local authority receives from central government might be linked to the distribution of predicted risk across its local population.
- Have the potential to be used in performance assessment: local authorities could be assessed according to the impact that their preventive services have on the distribution of predicted risk across its population over time.

But there are a number of practical and ethical considerations that would have to be taken into account before such tools were built.

- Important issues of confidentiality and consent to consider if named individuals are to be assigned risk scores using routine data.
Linking data sources at individual level across health and social care is particularly problematic since there is no ‘unique identifier’ used across both datasets to identify individuals.

The tools are not 100 per cent accurate and arrangements should be put in place for people whose risk predictions are manifestly inaccurate.

Data may be missing from routine databases on some individuals or groups (for example, many people are not registered with a GP). Again, arrangements would need to be put in place to support these people.

The evidence base needs to be developed for ‘upstream’ interventions.

**Advantages of predictive risk modelling**

The main advantages of predictive risk modelling are:

- accurate predictions
- frequently refreshed
- whole population
- targeting of preventive interventions
- inverse care law
- inverse equity hypothesis.

**ACCURATE PREDICTIONS**

In the case of unplanned hospital admissions, the literature suggests that using the opinions of clinicians or applying simple criteria or thresholds do not produce sufficiently accurate predictions of who will benefit from ‘upstream’ care. Evidence suggests that more accurate predictions can be made using predictive risk models. The accuracy of a predictive risk model can be assessed by testing the algorithm against a validation sample that is removed at random from the data before the modelling process begins.

Accuracy is assessed in terms of the sensitivity and the specificity of the predictions. Sensitivity refers to the accuracy of the model insofar as it identifies those who did go on to need intensive social care. Specificity refers to the accuracy of the model insofar as it identifies those who did not go on to need intensive social care.

The distinction between sensitivity and specificity is important. A tool with high sensitivity identifies a large proportion of the people who will, without preventive intervention, go on to need intensive social care. However, if the specificity of the tool is poor then amongst the group of people that it identifies as high risk, many of these individuals would not, in fact, have gone on to need intensive social care. This means that the resources spent on preventive interventions for these people would be a waste. Therefore a tool with poor specificity results in reduced cost-effectiveness.

For example, for a population of 300,000, a predictive tool might identify 1,000 people as being at very high risk of admission to a nursing home next year. If the tool was not particularly accurate then it may be that only 250 people out of these 1,000 would truly have been admitted to a nursing home the following year without preventive intervention. Therefore, if the model was used to identify people for a preventive intervention, the local authority would have to target the intervention at 1,000 people in order to ensure the 250 people truly at risk were included. These 250 truly high-risk people are referred to as ‘true positives’, and the 750 people who were identified as high risk, but did not in reality go on to be admitted, are known as ‘false positives’.
The higher the false positive rate, the more costly and inefficient the model is to use in practice. A model with a higher specificity, which was better able to identify false positives, would therefore be preferable in this regard. A perfect model would have 100 per cent sensitivity and 100 per cent specificity. In this example, a perfect model would identify the 250 people who will be admitted to a nursing home next year (true positives) and identify the 299,750 people who will not (true negatives).

In reality, no predictive model has 100 per cent sensitivity or 100 per cent specificity. Instead, there is a trade-off between the two parameters. This can be illustrated graphically by plotting the Receiver Operating Characteristics (ROC) curve of the model. The specificity (false positive rate) is of particular use to commissioners when assessing the business models for preventive interventions for the reasons described above.

**FREQUENTLY REFRESHED**

Because predictive models use routinely collected data, once they have been set up, they are not labor-intensive to run. This means that they can be used on large numbers of people (potentially the entire registered population – see below) and can be run frequently, perhaps on a monthly basis or even more frequently. This is in contrast to tools that have to be administered face-to-face, which generally are only used on people perceived as being at high-risk people, and are only used once per person.

The ability to run a predictive tool frequently is useful for case-finding purposes because it provides a snapshot of risk across the population. This means that the people in the population who are at highest risk at that time will be offered the preventive intervention, reflecting the most up-to-date data available. When the tool is refreshed, preventive interventions can be re-targeted to those now at risk.

**WHOLE POPULATION**

The distribution of risk across a population is often represented as a pyramid (known in the case of long-term conditions as the ‘Kaiser Pyramid’, see Figure 2, overleaf). The broad base of the pyramid illustrates the large numbers of people in the population who are at low risk of experiencing the adverse outcome. At the top of the triangle are a much smaller number of people who are at very high risk of unplanned hospital admission.

The pyramid may be divided into four segments, with the top three segments combined representing the top quintile of risk (i.e., the top fifth of the population), and the bottom segment representing the bottom four quintiles of risk combined (i.e., the bottom four fifths of the population).

Figure 3 (see overleaf) shows how the actual ‘downstream’ costs of unplanned hospital admission are distributed exponentially across the population. In Figure 3, predicted risk is plotted along the horizontal axis (with patients at high predicted risk towards the left and patients at low predicted risk towards the right) and the vertical axis shows the actual costs that ensued in the twelve months following prediction. As can be seen, the costs for people at very high risk were about twenty times higher than average.
The cost experienced by the local primary care trust (PCT) from unplanned hospital admissions is represented by the area under the curve in Figure 2.

Cost to the PCT = Number of People \times \text{Individual Cost}

Using the same segments as those in Figure 2, the area under the curve (ie cost to the PCT) can be divided as shown opposite (see Figure 4).
The risk pyramid can now be re-drawn to illustrate the distribution of costs across the population. Now the size of each segment of the pyramid is made equal to the area under the curve above.

As can be seen, although very high-risk individuals use disproportionately large amounts of resources, the bulk of future utilisation is actually due to people in the rest of the top quintile of risk (ie 0.5–20 per cent). For this reason it is important to ensure that preventive interventions are offered across the top quintile and not concentrated solely on those at very high risk.
For example, those patients who are at very high risk of unplanned hospital admission may be ‘case managed’ by a community matron or admitted to a ‘virtual ward’. People at intermediate risk (who between them represent the largest burden of population risk because there are larger numbers of such people) can be offered less intensive support, perhaps telephone-based health coaching. The bulk of the population, who are at much lower risk can be offered basic support (for example, written material and telephone helplines). By directing preventive interventions in this way, PCTs can offer a progressive universal service, that is to say a service that is available to all but which is offered at intensities proportionate to individual need.

TARGETING OF PREVENTIVE INTERVENTIONS

In terms of preventive interventions for social care, people at very high risk might be offered home adaptations and intermediate care at home to increase independence through rehabilitation. This could be delivered by a multi-disciplinary team. People at high predicted risk might be supported by a case manager or by a health visitor for older people – or they might be offered a package of temporary home care support. Those at intermediate risk might be offered minor home adaptations and tele-care. Community support could be made available to those at lower risk, perhaps delivered by third sector organisations.

One of the key advantages of predictive risk modelling is that it offers the possibility of stratifying the entire population, and of doing so repeatedly. This is in contrast to tools that are administered face-to-face.

INVERSE CARE LAW

By quantifying risk at the individual level it becomes possible to allocate preventive resources systematically, according to individual need. This offers a means of countering the inverse care law which states that the availability of good care typically varies inversely to the need for it across the population served. A predictive risk model (particularly a single, national model) could be used to allocate resources for preventive services according to predicted risk. Once preventive resources were allocated in this way then the tool could be used to assess the impact that preventive services were having on the distribution of risk across a population, that is, as a performance management tool for local authorities and PCTs.

INVERSE EQUITY HYPOTHESIS

Identifying risk at an individual – rather than geographic – level also offers a solution to the inverse equity hypothesis. This is the theory that when services are targeted to areas of high need, they are first used by relatively less needy individuals living in those areas. Therefore geographical targeting (as was used for the Sure Start Children’s Centres and for certain Partnerships for Older People Projects) may fail to reach those who would benefit the most. This is because many of the individuals at high risk can be difficult to engage (e.g. because of a distrust of services, or because of communication difficulties etc). So when resources are targeted geographically these people tend to lose out. In contrast, where risk is quantified at the individual level, individual budgets can be assigned to these people, and commissioners and practitioners can make a concerted effort to ensure their services are as appealing as possible to the high-risk individuals to encourage their engagement.
Problems with predictive risk modelling
Some of the main drawbacks with predictive risk modelling are:
- data quality
- data linkage
- ethics
- incomplete coverage
- low predictive power.

DATA QUALITY
Some of the data held in routine databases are of poor quality. Any systematic trends relating to data quality across a population may lead to biased predictions. However, since both the predictor and outcome variables are held within the routine datasets, the models are, to an extent, internally consistent. That is to say that similar errors will have been incorporated when building the model as when the model is used in practice. For health databases, initiatives such as *Payment by Results* and the *Quality & Outcomes Framework* have led to an improvement in data quality.

DATA LINKAGE
The tools produced as part of the King’s Fund project to predict unplanned hospital admissions were built and implemented using encrypted health data. All patient-identifiable fields are first removed (for example, name, address and date of birth) leaving the NHS number and the clinical details. The NHS number (unique for each individual patient) is then encrypted by entering a password into an encrypting device. This converts the NHS number into an apparently meaningless, scrambled number. These records are then termed pseudonymous (i.e., apparently anonymous) and they can be exported to outside agencies whilst safeguarding confidentiality. When used in practice, the predictive tools assign a risk score to each pseudonymous NHS number. The pseudonymous NHS numbers with risk scores attached are then returned to the patient’s GP. Only the patient’s own GP, who holds the password used in the encryption process, can decode the pseudonymous NHS number back into a decrypted NHS number – and thence into a name and address. In this way the patient’s own GP can then refer the patient to a service offering an appropriate intensity of preventive care.

The original intention for the Combined Predictive Model had been to include social services data as a source of predictor variables. Unfortunately only a very small proportion of social services records contained NHS number or identical demographic details for data linkage. For this reason, social services data were not included in the final version of the Combined Model.

Advances in data linkage technology mean that many records can now be linked successfully even where the demographic details are not identical. This process is called *fuzzy matching* and it recognises typical typographic errors, abbreviations and misspellings. A schema for merging health and social services data pseudonymously is shown on page (see page 28). The addition of social services data is likely to add considerable predictive power for forecasting who will have high-level social care needs. Individual social services assessments and self-assessments, although not conducted for all members of the population, could provide a particularly rich source of predictor variables.
ETHICS

As with any form of screening, predictive risk modelling may potentially violate all four of the principles of biomedical ethics.\(^{20}\)

### ETHICAL ISSUES WITH PREDICTIVE TOOLS

<table>
<thead>
<tr>
<th>Principle</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beneficence</td>
<td>The tool would not be 100 per cent specific, so some people (false positives) who are offered the additional preventive support will not benefit from the intervention they are offered</td>
</tr>
<tr>
<td>Non-malfeasance</td>
<td>Patients may suffer anxiety from being told that they are at risk of losing their independence</td>
</tr>
<tr>
<td>Justice</td>
<td>The tool would not be 100 per cent sensitive so some people not detected by the tool (false negatives) may have benefited more from the preventive care than those who were offered the care</td>
</tr>
<tr>
<td>Autonomy</td>
<td>People are not asked to provide explicit consent to the use of their data in a population-based predictive model</td>
</tr>
</tbody>
</table>

Of these, it is the threat to autonomy that is often seen as the most serious ethical problem with predictive risk modelling in that it involves the sharing and processing of data without explicit consent.

When public bodies in England share data they must do so according to the principles established by the Data Protection Act 1998, the Human Rights Act 1998 and the Common Law duty of confidence.\(^{21}\) The second principle of the Data Protection Act 1998\(^{22}\) states that personal data should not be processed other than for the original purposes that they were obtained. However, recent guidance from the (now defunct) Department for Constitutional Affairs takes a more flexible stance. It states that,

> *In our view, the requirement of compatibility does not have to mean ‘identical to’ and provided the further processing is for a purpose that is not contradictory to the original purpose or purposes, it will be consistent with the second principle*.\(^{21}\)

The Department of Health’s Patient Information Advisory Group (PIAG) has issued guidance setting out how the Combined Model can be used in an acceptable way without seeking consent from people to share and process their personal data.\(^{23}\) This guidance stipulates that only GPs or other clinicians already personally known to each patient are entitled to use the output of the predictive tools.

### INCOMPLETE COVERAGE

Not all members of the population will be covered by a predictive risk model, and those not covered will therefore be relatively disadvantaged. For example, the PARR algorithm (which makes predictions based on inpatient records) can, by definition, only make forecasts about people who have already had a recent hospital admission. The Combined Model has a broader coverage, but again it cannot make predictions about the significant
number of people who are not registered with a GP.

This problem of incomplete coverage will be important for any predictive model built to forecast the need for intensive social care. This is because not all patients will be registered with a GP, and because most people do not appear in social services records. Additionally, people who pay for their own social care will be disadvantaged because the outcome variable (for example, admission to a private nursing home) may not be recorded in any routine data sources. This is a growing group of people because the next generation of older people will on average be more affluent than previous generations, and so the majority of these people will be home owners who are not currently eligible for free social care.

LOW PREDICTIVE POWER

Since predictive risk modelling relies only on variables that are already collected in routine data, the technique might be expected to generate less accurate predictions than face-to-face tools that specifically enquire about factors that are already known to be predictive. However, the evidence from the literature regarding unplanned hospital admissions suggests that any difference in predictive power tend to be only marginal.
Determining which social care outcomes are important to predict

In the related field of managing long-term conditions, the specific outcome to be predicted is unplanned admission to hospital. This is an unambiguous outcome that is recorded accurately in a single dataset: inpatient data. For social care, the situation is more complex. Here the risk to be avoided is essentially that of functional decline and loss of independence. However, functional decline per se is not usually recorded in routine data, although there are many proxies (such as number of hours of care per week). The way in which loss of independence is recorded in routine data is also complex. For some people this event is recorded in several datasets (inpatient, social services, commitment monitoring), but for other people it may not be recorded at all (for example, for people who move electively from private accommodation into a private care home without any assessment or financial contribution by the statutory sector).

There are therefore several outcomes that could potentially be usefully predicted, including:
- direct admission to a care home from an acute hospital
- admission to a care home (nursing homes and/or residential homes)
- care needs as assessed by a standard instrument (for example, Fair Access to Care Services)
- increased social care costs
- increase in combined health and social care costs.
A literature search was carried out as outlined in Appendix 1 (see p 49). Many studies were found that have determined which variables are statistically predictive of a range of adverse social outcomes including functional decline, institutionalisation, admission to a nursing home, need for home care and high costs. These studies used several epidemiological techniques, including prospective cohort studies (the most commonly used method), retrospective cohort studies, case-control studies, retrospective chart review studies, prospective observational studies and analyses of surveys. One problem with these studies is that many of them were conducted on the same small group of databases, which may lead to systematic bias in their findings. Another problem is that many of the studies were based on a sub-section of the US population, so that their findings may not be applicable to the UK population. Noting these potential limitations, the factors that were found to be significantly statistically predictive of the above adverse outcomes are detailed below.

**Predictors of functional decline**

Several studies examined factors that were predictive of future impairment of an Activity of Daily Living (ADL). These activities include bathing, dressing, eating, transferring (ie moving in and out of a chair or bed), washing and toileting.

Most of these studies considered patients who had been admitted to hospital or were otherwise acutely unwell. Other studies considered people who were currently well and living in the community. Some studies set out to test specific hypotheses, for example, that nutrition, depression or unsteadiness were predictive.

The predictive factors found to be statistically significant are summarised in Table 1 overleaf.
**TABLE 1: FACTORS STATISTICALLY PREDICTIVE OF FUNCTIONAL DECLINE**

<table>
<thead>
<tr>
<th>Predictive Factor (Functional Decline)</th>
<th>Number of Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>4</td>
</tr>
<tr>
<td>Mini-Mental Status Examination (MMSE) score</td>
<td>3</td>
</tr>
<tr>
<td>Prior Instrumental ADL score</td>
<td>3</td>
</tr>
<tr>
<td>Falls in the year before hospitalisation</td>
<td>2</td>
</tr>
<tr>
<td>Malnutrition</td>
<td>1</td>
</tr>
<tr>
<td>Self-reported steadiness</td>
<td>1</td>
</tr>
<tr>
<td>Inability to name the vice president</td>
<td>1</td>
</tr>
<tr>
<td>Difficulty walking</td>
<td>1</td>
</tr>
<tr>
<td>Difficulty bathing or dressing</td>
<td>1</td>
</tr>
<tr>
<td>Need for help with personal finances</td>
<td>1</td>
</tr>
<tr>
<td>Difficulty lifting 10 pounds</td>
<td>1</td>
</tr>
<tr>
<td>Poor self-rated health</td>
<td>1</td>
</tr>
<tr>
<td>Use of assistive device indoors</td>
<td>1</td>
</tr>
<tr>
<td>Diabetes</td>
<td>1</td>
</tr>
<tr>
<td>Timed ‘up and go’ greater than 40 seconds</td>
<td>1</td>
</tr>
<tr>
<td>Low BMI</td>
<td>1</td>
</tr>
</tbody>
</table>

**Predictors of institutionalisation**

Several studies looked at factors that were predictive of admission to a care home (residential home or nursing home) by monitoring new admissions to homes.\(^{33,34,35}\) Other studies examined the factors that predicted which patients, currently receiving home-based care, were at risk of future institutionalisation.\(^{36,37,38}\)

One study, which determined care home entry from death certificates, specifically examined how older people’s financial resources affect their likelihood of admission to a care home in the United Kingdom. It found that there was no significant effect found for income, but that home ownership reduced the risk of institutionalisation.\(^{39}\)
<table>
<thead>
<tr>
<th>Predictive Factor (Institutionalisation)</th>
<th>Number of Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>3</td>
</tr>
<tr>
<td>Dementia/Cognitive impairment</td>
<td>2</td>
</tr>
<tr>
<td>ADL restriction</td>
<td>2</td>
</tr>
<tr>
<td>Number of family members</td>
<td>2</td>
</tr>
<tr>
<td>Use of day services</td>
<td>2</td>
</tr>
<tr>
<td>Incontinence</td>
<td>1</td>
</tr>
<tr>
<td>Co-morbidity</td>
<td>1</td>
</tr>
<tr>
<td>Sickness</td>
<td>1</td>
</tr>
<tr>
<td>Severe Disability</td>
<td>1</td>
</tr>
<tr>
<td>Malignancy</td>
<td>1</td>
</tr>
<tr>
<td>Consulting doctors at general hospitals</td>
<td>1</td>
</tr>
<tr>
<td>Temporary nursing home assistance</td>
<td>1</td>
</tr>
<tr>
<td>Housing conditions</td>
<td>1</td>
</tr>
<tr>
<td>Marital status</td>
<td>1</td>
</tr>
<tr>
<td>Walking ability</td>
<td>1</td>
</tr>
<tr>
<td>Night delirium</td>
<td>1</td>
</tr>
<tr>
<td>Mental disorientation</td>
<td>1</td>
</tr>
<tr>
<td>Age of primary caregiver</td>
<td>1</td>
</tr>
<tr>
<td>Living alone</td>
<td>1</td>
</tr>
<tr>
<td>Number of sub-caregivers</td>
<td>1</td>
</tr>
<tr>
<td>Number of rooms in house</td>
<td>1</td>
</tr>
<tr>
<td>Home ownership</td>
<td>1</td>
</tr>
<tr>
<td>Use of home help</td>
<td>1</td>
</tr>
<tr>
<td>Self-perceived health</td>
<td>1</td>
</tr>
</tbody>
</table>
Predictors of admission to nursing home

Many studies have examined what factors are predictive of admission to a nursing home per se (rather than to a care home – a term that includes both residential homes and nursing homes).

Many studies examined risk factors for nursing home admission amongst people recently discharged from an acute hospital, from a rehabilitation hospital or from intermediate care. Other studies examined risk factors predictive of nursing home admission amongst people currently living in the community, receiving home nursing or welfare services, those attending outpatients, or amongst people enrolled on an all-inclusive care programme.

Some studies examined the risk factors for specific groups in the population, for example, people living in public housing, disabled people, in patients with heart failure, urinary incontinence or Alzheimer’s disease.

Certain studies compared risk factors for temporary admission to a nursing home versus permanent admission to a nursing home. One paper found that patients with cognitive impairment (and especially those with a combination of cognitive impairment and functional impairment) were at particularly high risk of permanent admission to a nursing home. Another study found that patterns of informal help in the community were important: older people who had no children and who lived alone or with unrelated adults were found to be especially prone to permanent admission to a nursing home.

Some studies aimed to test specific hypotheses. One paper examined the effect of lifestyle factors and found that smoking, obesity and inactivity were all predictive of nursing home admissions. Another paper tested the hypothesis that sensorimotor function was predictive and found that the following were all associated with future admission to a nursing home: tactile sensitivity, ankle dorsiflexion strength and reaction time. Another paper examined whether place of residence was predictive of nursing home admission in people with urinary incontinence: it found that such people living in rural areas were at particularly high risk.

A systematic review of 4,597 abstracts found 12 data sources that were suitable for meta-analysis. This found that the variables most strongly predictive of nursing home admission were: the presence of three or more dependencies of activities of daily living; cognitive impairment; and prior nursing home use.
### TABLE 3: FACTORS STATISTICALLY PREDICTIVE OF NURSING HOME ADMISSION

<table>
<thead>
<tr>
<th>Predictive Factor (Nursing home)</th>
<th>Number of Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>11</td>
</tr>
<tr>
<td>Mental impairment/confusion/MMSE/cognitive impairment</td>
<td>7</td>
</tr>
<tr>
<td>Living alone</td>
<td>6</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>5</td>
</tr>
<tr>
<td>Geographic site</td>
<td>5</td>
</tr>
<tr>
<td>Dementia</td>
<td>4</td>
</tr>
<tr>
<td>Prior admission to a nursing home</td>
<td>4</td>
</tr>
<tr>
<td>Number of days in hospital</td>
<td>4</td>
</tr>
<tr>
<td>Diabetes</td>
<td>4</td>
</tr>
<tr>
<td>Psychosis/Mental disorder</td>
<td>4</td>
</tr>
<tr>
<td>Prior ADL dependence</td>
<td>4</td>
</tr>
<tr>
<td>Impaired mobility/unsafe gait/difficulty walking</td>
<td>3</td>
</tr>
<tr>
<td>General health/social activities limited by health</td>
<td>2</td>
</tr>
<tr>
<td>Home ownership</td>
<td>2</td>
</tr>
<tr>
<td>Recent fall</td>
<td>2</td>
</tr>
<tr>
<td>Combination of cognitive impairment and functional impairment</td>
<td>2</td>
</tr>
<tr>
<td>Gender</td>
<td>2</td>
</tr>
<tr>
<td>Visual impairment</td>
<td>2</td>
</tr>
<tr>
<td>Eight or fewer years of education</td>
<td>2</td>
</tr>
<tr>
<td>Urinary incontinence</td>
<td>2</td>
</tr>
<tr>
<td>Number of children</td>
<td>2</td>
</tr>
<tr>
<td>Caregiver's preference for institutional displacement</td>
<td>1</td>
</tr>
<tr>
<td>Impaired sensorimotor function</td>
<td>1</td>
</tr>
<tr>
<td>Wandering behaviour</td>
<td>1</td>
</tr>
<tr>
<td>Smoking</td>
<td>1</td>
</tr>
<tr>
<td>Physician use</td>
<td>1</td>
</tr>
</tbody>
</table>
### Predictors of Need for Home Care

Two studies were found that identify factors predictive of the need for home-based care. ⁶³,⁶⁴

<table>
<thead>
<tr>
<th>Predictive Factor (Nursing home)</th>
<th>Number of Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hearing impairment</td>
<td>1</td>
</tr>
<tr>
<td>Difficulty with communication</td>
<td>1</td>
</tr>
<tr>
<td>Amount of home nursing</td>
<td>1</td>
</tr>
<tr>
<td>Bowel incontinence</td>
<td>1</td>
</tr>
<tr>
<td>Number of household members</td>
<td>1</td>
</tr>
<tr>
<td>Using equipment for bathing</td>
<td>1</td>
</tr>
<tr>
<td>Difficulty shopping</td>
<td>1</td>
</tr>
<tr>
<td>Inactivity</td>
<td>1</td>
</tr>
<tr>
<td>Taking tranquilizers</td>
<td>1</td>
</tr>
<tr>
<td>General life satisfaction</td>
<td>1</td>
</tr>
<tr>
<td>Obesity</td>
<td>1</td>
</tr>
<tr>
<td>Income</td>
<td>1</td>
</tr>
<tr>
<td>Type of housing</td>
<td>1</td>
</tr>
<tr>
<td>Hypertension</td>
<td>1</td>
</tr>
<tr>
<td>Medications</td>
<td>1</td>
</tr>
<tr>
<td>Stroke</td>
<td>1</td>
</tr>
<tr>
<td>Parkinson’s disease</td>
<td>1</td>
</tr>
<tr>
<td>Cancer</td>
<td>1</td>
</tr>
<tr>
<td>Depression</td>
<td>1</td>
</tr>
</tbody>
</table>
### Predictive Factors Statistically Predictive of Needing Home Care

<table>
<thead>
<tr>
<th>Predictive Factor (Home-based care)</th>
<th>Number of Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Need</td>
<td>1</td>
</tr>
<tr>
<td>Low number of household members</td>
<td>1</td>
</tr>
<tr>
<td>Low educational attainment</td>
<td>1</td>
</tr>
<tr>
<td>Geographical area</td>
<td>1</td>
</tr>
</tbody>
</table>

### Predictors of high-cost individuals

A number of tools have been developed to predict which patients are likely to incur high medical expenses in the year following prediction, using variables held in routinely collected data. They make predictions on the basis of a large number of variables, including age, number of co-morbid diseases, prescription drug use and use of health services.

These tools use similar data sources, methods and variables to the process of risk adjustment (i.e., prediction of likely costs in order to determine what health insurance premium should be charged for private health insurance), most of which are not found in the published literature.
Existing tools that predict risk of adverse outcomes

Tools that predict adverse outcomes can be administered either by posing questions to the person concerned, or by analysing factors contained in routinely collected data.

**USING FACE-TO-FACE ASSESSMENTS**

Using the predictive factors identified above, a number of assessment tools have been constructed that gauge the likelihood of functional decline or admission to a care home. Many such tools are designed to be administered to hospitalised patients to predict how they will fare in the period after discharge. Examples include the *Hospital Admission Risk Profile* (HARP) tool\(^{25}\) and the SHERPA tool\(^{29}\).

- The HARP uses three variables: age, Mini-Mental State Examination (MMSE) and Instrumental Activities of Daily Living (IADL) scores. Using these variables it assigns patients to low, intermediate and high risk categories. Patients in these categories subsequently experience a 19 per cent, 31 per cent or 55 per cent chance respectively of experiencing a functional decline following discharge from hospital.

- The SHERPA tool uses five factors to predict a drop of at least one point on the Activities of Daily Living (ADL) scale or IADL scale three months after discharge from hospital. The sensitivity and specificity of SHERPA are both approximately 70 per cent.

One tool\(^ {32}\) predicts ADL dependence in people living in the community who are not acutely unwell. This is constructed using the *Asset and Health Dynamics Among the Oldest Old* (AHEAD) cohort.

- The AHEAD prognostic index is used in people who are currently able to bathe, dress, toilet, transfer and eat independently. It uses nine predictor variables (age \(\geq80\), diabetes, difficulty walking several blocks, difficulty bathing or dressing, need for help with personal finances, difficulty lifting 10 pounds, inability to name the vice president, history of falling and low Body Mass Index) to assign a risk of losing independence in at least one ADL at two years after prediction. Patients with none of the five risk factors have 0.7 per cent chance of losing independence, compared with 40 per cent of patients with five risk factors.

A number of tools have been built using factors known to be predictive of nursing home admission. These include the Leeds Elderly Assessment Dependency Screening (LEADS) tool, the Medicare Current Beneficiary Survey (MCBS) tool and the Geriatric Postal Screening Survey (GPSS).

- The LEADS tool\(^ {41}\) is a 17-item instrument that is administered to people within two weeks of admission to hospital. It assesses the risk of nursing home placement and its predictions are 88 per cent sensitive and 85 per cent specific.
The MCBS instrument uses 14 self-reported characteristics to predict need for long-term care (i.e., nursing home care or home-based care). Those deemed to be high risk according to the tool are six times more likely to require long-term care than those who are low risk.

The 10-item GPSS has a sensitivity of around 75 per cent for identifying depression, falls, and urinary incontinence. It also makes statistically significant predictions of which people are at high risk of admission to a nursing home in the forthcoming twelve months.

All of the above tools require the specific collection of data from patients or their carers (either face-to-face, over the telephone or by post).

**USING ROUTINE DATA**

With the exception of tools for predicting high-cost individuals, no tools were found that make quantifiable predictions of social care use in the next year based solely on routinely collected data.

In health care, tools are being used to make quantifiable predictions of risk (the risk of unplanned hospitalisation, for example). These tools are being used to improve the management of people with long-term conditions, for whom unplanned hospital admissions are seen as being undesirable, costly and potentially preventable. A number of ‘upstream’ interventions have been developed with the aim of preventing these admissions, for example, community matrons, virtual wards and health coaching.

The cost-effectiveness of programmes aimed at preventing unplanned hospital admissions is dependent on their being offered to people who are truly at risk of unplanned hospital admissions (‘true positives’). For this reason, in 2004 the Strategic Health Authorities, the Department of Health and the NHS Modernisation Agency invited tenders to produce a risk prediction system for the NHS. The successful bid came from a consortium consisting of the King’s Fund, New York University and Health Dialog Data Service (an American company specialising in health data analysis). The King’s Fund predictive risk project was divided into three phases, the last of which was completed in December 2006.
Predictive risk modelling offers a way of stratifying a population according to individual risks of experiencing a particular outcome (such as an unplanned hospital admission or admission to a nursing home). The technique uses patterns in historical population data in order to build an algorithm. When this algorithm is then applied to current data, it generates quantified forecasts of future events with a known sensitivity and specificity.

If a predictive risk model were to be built for forecasting people at risk of nursing home admission, then the steps involved in its construction would be as follows:

**KING’S FUND PREDICTIVE RISK PROJECT**

**Phase I**
A literature review that examined the evidence for different ways of identifying patients at risk of unplanned hospital admission. Three principal methods used were:
- taking referrals from professionals
- using threshold models, where referral criteria were set and any patients meeting the criteria were offered ‘upstream’ care
- predictive risk modelling, where patterns in routine data are used to predict who is at risk.

The literature review concluded that the most accurate predictions were made using predictive risk modelling.

**Phase 2**
This produced a predictive risk algorithm (called the Patients at Risk of Readmission – PARR) which was designed to be straightforward to use. PARR can be downloaded free of charge by primary care trusts (PCTs) from the King’s Fund website. PCTs use it by entering inpatient data and census data for their population. The tool then predicts which people are at high risk of another hospital admission. Because it uses inpatient data, PARR can only make predictions about people who have already had a recent hospital admission: the tool cannot make predictions about the 90 per cent or more of the population who have not had a recent hospital admission.

**Phase 3**
The final phase of the project delivered a more sophisticated predictive tool, known as the Combined Predictive Model. This tool was designed to produce the most accurate predictions possible across the entire population. The Combined Model uses data from general practices, which are collected and collated differently across the country. For this reason the Combined Model has to be adapted to suit local circumstances and is therefore more complicated for PCTs to use than PARR.
BUILDING A PREDICTIVE MODEL TO FORECAST NEED FOR SOCIAL CARE

1. Specify the exact outcome that is to be predicted (for example, admission to a nursing home in the next 12 months). This will be called the 'outcome variable'.

2. Identify a source of routine data that records the outcome variable (for example, local authority’s commitment monitoring database).

3. Identify sources of routine data that contain a range of potential predictive factors (for example, housing data, GP practice data). These variables are known as the ‘predictor variables’.

4. Obtain three years’ worth of each of these databases (for example, commitment monitoring, housing and GP databases). The earliest year is called year one, followed by year two and year three (the most recent year).

5. Link the databases together horizontally at person level (ie one record for each person showing all of the commitment monitoring, housing and GP variables) and vertically (ie chronologically over a three-year period: historical years one, two and three).

6. Remove at random the records of 50 per cent of the people. These records are known as the ‘validation sample’ and will be used later to test the accuracy of the algorithm.

7. In the remaining data (known as the 'development sample'), identify all occurrences of the outcome variable in the most recent year (ie all new admissions to nursing homes that were recorded in the commitment monitoring database for year three).

8. Test a large range of potential predictor variables held in year one and two for these individuals (ie factors in the housing and GP records such as age, diagnoses, type of dwelling). Also test transformed variables (for example, the square root of a predictor variable) and test a range of composite variables (ie a combination of several predictor variables weighted in different ways).

9. Test the statistical significance of these predictor variables (and also composite variables and transformed variables) in years one and two against the outcome variables in year three. The technique normally used is regression analysis: an attempt to fit a model to the observed data in order to quantify the relationship between the predictor variables and the outcome variable.

10. Develop an algorithm that incorporates each of the statistically significant predictor variables, with each variable weighted according to its predictive power. In this way, the model is designed empirically, without any prior assumptions – meaning that any information that helps predict future admissions will be used. This algorithm can then be used to predict future outcomes.

11. Returning to the validation sample that was removed earlier, apply the algorithm to years one and two. Compare the predictions of the algorithm with the outcome variables in historical year three (ie admissions to a care home in the most recent year of data) to quantify the accuracy of the predictions.
12. Ensure that the predictor variables did not ‘over-fit’ to the development sample, ie the predictions need to be generalisable. Quantify this by calculating the following rates in the validation sample:

- True positive (people predicted to have an admission who were in reality admitted to a care home)
- False positive (people predicted to have an admission who were not in reality admitted to a care home)
- True negative (people predicted not to have an admission, who in reality were not admitted to a care home)
- False negative (people predicted not to have an admission, who were in reality admitted to a care home)

13. Start using the algorithm on current data to make predictions about the future.
Predictive risk modelling requires both the outcome to be predicted (the ‘outcome variable’) and the predictive factors (the ‘predictor variables’) to be held in routinely collected data. In the previous King’s Fund project that predicted unplanned hospital admissions, the outcome variable was found in inpatient data, and the predictor variables were drawn from the following sources:

**TABLE 5: SOURCES OF ROUTINE HEALTH DATA**

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Example</th>
<th>Examples of Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geodemographic</td>
<td>Census</td>
<td>Index of Multiple Deprivation</td>
</tr>
<tr>
<td>Hospital</td>
<td>Inpatient</td>
<td>Number of hospital admissions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Principal diagnoses</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Length of stay</td>
</tr>
<tr>
<td></td>
<td>Outpatient</td>
<td>Number and date of visits</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Name of clinic</td>
</tr>
<tr>
<td>A&amp;E</td>
<td>Number and date of attendances</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diagnoses</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Treatment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Disposal</td>
<td></td>
</tr>
<tr>
<td>Primary Care</td>
<td>GP data</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diagnoses</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blood tests</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blood pressure</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medicines prescribed</td>
<td></td>
</tr>
</tbody>
</table>

It is important that as many of these variables as possible be available at individual rather than area level. This is in order to avoid the ecological fallacy, that is to say the error of assuming that relationships found in area-level data will also be found among individuals.

In the hospital predictions project, it was found that predictive power was maximised by using a combination of demographic, diagnostic, pharmaceutical, clinical and prior utilisation data. Geodemographic data (in this case the Index of Multiple Deprivation™) were also added to increase predictive accuracy still further. Other geodemographic data that might potentially be added to new predictive models include the variables in Mosaic United Kingdom™ (a commercial classification system that assigns each UK household into one of 61 socioeconomic subtypes, based on factors such as income, housing and spending characteristics). However, to be useful they would need to be robust at small area level.
The data sources that might be used for modelling the need for intensive social care are listed below. They are grouped into local authority, health and geodemographic sources. A subjective estimate of the predicted power of their variables is shown: person-level data are more predictive.

### TABLE 6: SOURCES OF ROUTINE HEALTH AND SOCIAL DATA

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Predictors</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inpatient</td>
<td>2</td>
<td>Models A, E</td>
</tr>
<tr>
<td>Outpatient</td>
<td>1</td>
<td>Model E</td>
</tr>
<tr>
<td>A&amp;E</td>
<td>2</td>
<td>Model E</td>
</tr>
<tr>
<td>GP</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Commitment monitoring*</td>
<td>2</td>
<td>Models B, D, E</td>
</tr>
<tr>
<td>Social services*</td>
<td>3</td>
<td>Models C, D, E</td>
</tr>
<tr>
<td>Housing</td>
<td>2</td>
<td>Models D, E</td>
</tr>
<tr>
<td>Census</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Mosaic United Kingdom™</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

*sometimes merged into the same database

### Accessibility of person-level data

Individual-level inpatient, outpatient and accident and emergency (A&E) data are made readily available in electronic form by the NHS Care Records Service through its Secondary Uses Service (SUS). SUS was established to provide encrypted patient-level data for purposes other than direct patient care. Such ‘secondary uses’ include health care planning, commissioning, public health, clinical audit, benchmarking, performance improvement, research and clinical governance.\(^71\)

Unfortunately, GP data are much less readily available. Although GP records throughout the United Kingdom have been essentially paperless for many years, very few practices export their data routinely. A few primary care trusts (for example, Croydon PCT and the former South Warwickshire PCT) use Miquest to extract primary care data. Miquest is crown copyright software that enables the interrogation and extraction of data from different types of GP Practice systems using a common query language.\(^72\)

Another potential source of GP data for building a predictive tool is the Qresearch database.\(^73\) This consists of the health records for over 9 million patients extracted anonymously from general practices spread across the United Kingdom. The database dates back to the early 1990s making it one of the richest primary care databases in the world.

Local authorities record their expenditure in commitment monitoring databases – either a standalone dataset or else housed within a broader social services database. Housing data is likewise held in electronic databases by local authorities.
Feasibility of data linkage

Health data from different sources can readily be linked because of the presence of a unique identifier, namely the NHS number. Health data from a number of sources (for example, hospital data and GP practice data) can also be linked pseudonymously as follows:

- all patient-identifiable fields (i.e. name, date of birth, address) are removed
- NHS number is encrypted into a pseudonymous number
- the same encryption key is used for all sources, meaning that for all sources of data, any NHS number is transformed into the same encrypted NHS number
- data can now be linked based on encrypted NHS number
- predictive modelling assigns a risk score to each encrypted NHS number
- decryption performed by the patient’s own GP.

Most social care records do not contain NHS numbers, and are therefore more problematic to link than health data, or to link with health data. One solution is to use ‘fuzzy matching’ technology. This links data according to the name, address and date of birth, but makes allowances for slight discrepancies between the datasets. An example is where a person’s address, date of birth and first name are identical but the surname is spelt ‘Green’ in one dataset but ‘Greene’ in another. Another example is where all demographic details are identical but the first name appears as ‘Mohammed’ in one dataset and is abbreviated to ‘Mo’ in another.

If data linkage were to rely on fuzzy matching, then it would be important to audit the rates of true and false positives and negative matches.

The schema overleaf shows how encrypted data from different sectors (for example, GP data and social services data) could be linked pseudonymously using fuzzy matching. As can be seen, the unique identifiers (NHS number or social services number) are encrypted separately, and then the data are split into:

- demographic information (name, address, date of birth)
- predictor variables (blood pressure, social services contacts etc).

The former are sent to a data linkage warehouse, where records are matched by means of fuzzy matching of name, address and date of birth. A unique key is then assigned to each matched record, thereby linking an encrypted NHS number to an encrypted social services number.

The latter are sent to the predictive risk model, where the unique key from the data linkage warehouse is used to match the variables from both sources.

The output of the predictive risk model is:

- a risk score linked to each encrypted social services number, which is sent back to social services for decryption; and
- the same risk score linked to each encrypted NHS number, which is sent back to the GP for decryption.

The schema ensures that data linkage and analysis only occurs on encrypted data. Risk scores for named individuals are only made available to professionals already known to them. This ensures compliance with the principles of consent that were set out by the Department of Health’s Patient Information Advisory Group (PIAG) to determine acceptable usage of the NHS Combined Predictive Model.
SCHEMA FOR MERGING HEALTH AND SOCIAL SERVICES DATA PSUEUDONYMOUSLY
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FIVE MODELS ARE PRESENTED THAT COULD POTENTIALLY BE BUILT IN ORDER TO PREDICT INDIVIDUAL-LEVEL RISK OF REQUIRING INTENSIVE SOCIAL CARE IN THE YEAR FOLLOWING PREDICTION.

**TABLE 7: MODELS FOR PREDICTING NEED FOR SOCIAL CARE**

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Acute model Predicts admissions direct from acute hospital to care homes</td>
</tr>
<tr>
<td>B</td>
<td>Admissions model Predicts admissions to care homes</td>
</tr>
<tr>
<td>C</td>
<td>FACS model Predicts people whose needs will become ‘critical’</td>
</tr>
<tr>
<td>D</td>
<td>Social care costs model Predicts people whose social care costs will escalate</td>
</tr>
<tr>
<td>E</td>
<td>Health and social care costs model Predicts people whose combined health and social care costs will escalate</td>
</tr>
</tbody>
</table>

The advantages and disadvantages of each model are discussed below. Several versions of each model are presented (A1, A2 etc) reflecting the range of potential data sources that might be used to build and run that model. As a general rule, adding more data sources makes the predictions of the model more accurate, but is more complicated logistically. There are particular problems when data sources from more than one sector (ie health and social services) are combined.

If a person moves away from his or her usual abode to take up residence in a care home in another part of the country, or to receive social care at a relative’s home, then in certain circumstances it is the original local authority that continues to be responsible for paying the new social care costs. The models below deal appropriately with this scenario because both the predictor variables and the outcome variable will continue to be recorded in the original local authority’s databases.

**Model A (admissions to care homes from hospitals)**

This model is designed to predict admission from an acute hospital admission direct to a nursing home. The model is proposed for two reasons:

1. an admission from an acute hospital direct to a nursing home is seen as a particularly adverse event; and
2. this event should be relatively straightforward to predict in terms of the data sources needed.

An estimated 51 per cent of older people permanently entering nursing home care, and 43 per cent of those entering residential care homes, come direct from an acute hospital stay.74
Such admissions are contrary to guidance from the National Service Framework for Older People.\textsuperscript{76}

- Patients who are acutely unwell are likely to have little input into the choice of placement. A decision on their long-term care is taken at a time when they have not fully recovered and they may be rushed into making life-changing decisions at a time when they are most vulnerable. Predicting who might be in this position in the future would help the person and their family to plan in advance what they would want to happen if this situation occurred, as well as acting as an incentive to the PCT and local authority to ensure that there are no gaps in the quality of the care that they are currently receiving.

- Patients who are instead offered intermediate care tend to have much improved outcomes.

- ‘...Intermediate care should be used as an opportunity to maximise people’s physical functioning, build confidence, re-equip them with the skills they need to live safely and independently at home, and plan any on-going support needed. Rehabilitation reduces the risk of older people being readmitted to hospitals or being placed in long-stay residential care and improves survival rates and physical and cognitive functioning’ (National Service Framework for Older People).\textsuperscript{76}

If such a model were to be built then both the outcome variable of interest (ie admission from acute hospital to nursing home) and many of the potential predictor variables would be held in a single data source, namely, the Secondary Uses Service (SUS).\textsuperscript{77} SUS data are collected routinely and can be accessed centrally, making such a model relatively straightforward to run. Geodemographic data (such as Index of Multiple Deprivation or Mosaic\textsuperscript{TM} scores) could be added to improve the predictive accuracy.
The simplest version of this model (model A1) would be closely analogous to the PARR\textsuperscript{78} algorithm. Like PARR, this model would have the advantage of being straightforward to download and use but, again like PARR, it would be disadvantaged in that it could only make predictions about the subset of the population who have had a recent hospital admission.

A complicating issue is that the model should predict new admissions to nursing homes (and not existing nursing home residents who are admitted to hospital and then return to the nursing home). The simplest way to do this would be to use the data fields in the inpatient data which record the provenance of the patient: patients whose provenance was a nursing home could thus be discarded from the predictions. Unfortunately, provenance is poorly recorded in SUS, with the provenance of over 97 per cent of patients simply being recorded as ‘usual place of residence’. For example, an analysis of all hospital admissions for residents of the London Borough of Croydon in the year commencing October 2005 showed that no patients at all were recorded as having come from an NHS-run care home, and that only three patients were recorded as having come from a non-NHS-run care home.\textsuperscript{79}

Fortunately, the quality of the discharge destination is much better. The same analysis of Croydon residents showed that 27 patients were discharged from hospital to an NHS-run care home in this time period, and that 357 patients were discharged to a non-NHS-run care home.\textsuperscript{79} This, therefore, offers the possibility of using paired hospital admissions as the event to be predicted, that is, the model would identify admissions where the patient was discharged to the ‘usual place of residence’ (known as a ‘triggering admission’) and then predict the risk of a subsequent hospital admission for these patients where the patient was discharged to a nursing home. This is analogous to the PARR tool which uses any hospital admission as the triggering admission and then predicts the risk of any readmission.

Models A2 and A3 incorporate extra data sources. The addition of GP data (model A2) can only be achieved where GP data are extracted routinely. Currently this is done routinely only in a small number of PCTs. Since GP data have an NHS number attached, it means that they can readily be linked to other NHS data (such as inpatient, accident and emergency (A&E) and outpatient attendances). The addition of social services data (model A3) might be expected to increase predictive accuracy significantly because of the availability of pertinent predictive variables relating to housing, social services etc. However, social services data do not routinely include NHS numbers, that is, there is no unique identifier. As was discussed above, this can potentially be overcome by using ‘fuzzy matching’ techniques.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicts a particularly egregious outcome and therefore will help guide preventive measures aimed at avoiding this outcome</td>
<td>Can only make predictions about the small proportion of people who have had a recent hospital admission</td>
</tr>
<tr>
<td>Outcome is recorded in SUS data (which are held centrally and are readily available)</td>
<td>As practice changes, the number of people experiencing this event should dwindle rapidly so this model would only be useful in the short term</td>
</tr>
</tbody>
</table>
**MODEL A1**

This model is analogous to PARR in that it only uses SUS and geodemographic data. As discussed above, it uses the following as a triggering event: admission to hospital where the discharge destination was ‘usual place of residence’. Then, for each triggering event, it predicts the risk of the following outcome: readmission to hospital where the discharge destination will be a nursing home.

**MODEL A2**

Model A2 is analogous to the existing Combined Model in that it uses SUS, geodemographic and GP data. Again it uses the following triggering event: admission to hospital where the discharge destination was ‘usual place of residence’. For each triggering event the model predicts risk of the following outcome: readmission to hospital where the discharge destination will be a nursing home.
**MODEL A3**
This model is the same as A2 but adds additional predictor variables from local authority databases (for example, social services data and housing data).

**Model B (admissions to care homes)**
This model is designed to predict admission to a care home. It includes admissions from any provenance (i.e., not just those people who are admitted to a care home direct from hospital). In terms of predicting loss of independence, model B is therefore the model of choice. However, there are several complicating factors that should be borne in mind if this model were to be built:

- Many packages of home care are now more intensive and more expensive than nursing home care. If the principal outcome of interest is cost then the location where that care is delivered becomes less relevant (see model C).

- It may be preferable for model B to distinguish between residential homes and nursing homes. This is because, overall, the cost of the latter is significantly higher than that of the former. However, the difference in cost to local authorities is relatively small now that the NHS should be funding the nursing element of nursing home care.

- The literature suggests that there is a dichotomy between short-term and long-term nursing home patients. From a costs perspective, it would be important for the model to distinguish between the two groups.

- Whilst admission to a care home is not the preferred choice for most people, it does remain the choice for some. Indeed, there is evidence that those people with the most intensive care needs that remain at home often experience significant levels of isolation because they are housebound.

A major problem with model B is that there is currently no overarching database that contains details of all admissions to all care homes. Many self-funding people will not be known to the local authority at all. A tool that aimed to predict loss of independence, but which only used outcome variables held in local authority databases would therefore miss...
these people. Nonetheless, for the majority of people for whom the local authority funds all or part of the care, details of their admission to a care home are held in the local authority’s commitment monitoring database. This database is either integral to the main social services database, or it is a standalone local authority database that can be readily linked to the social services database.

In the simplest version of this model (model B1), only geodemographic data and local authority databases are used. Local authority databases would include the social services database, the commitment monitoring database (if this is separate from the social services database) and the housing database. An advantage of model B1 is that these databases are all held by the local authority, and may indeed already be linked. The disadvantage is that the range of predictor variables will be restricted, particularly for people not living in local authority controlled housing or not previously known to social services.

Models B2 and B3 add health service data. The addition of these data is likely to improve predictive accuracy, but it entails sharing data across organisations – and it will be complicated by the lack of a common identifier. Model B2 adds SUS data (inpatient, outpatient and A&E data); model B3 adds GP data and therefore can only be implemented where GP data are extracted routinely.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicts all care home admissions, not just the minority that occur direct from hospital</td>
<td>Some packages of intensive home care are more costly than nursing homes, so if the outcome to be prevented is intensive social care then the location of where that care is delivered becomes less important</td>
</tr>
<tr>
<td>Model of choice if the outcome to be prevented is loss of independence</td>
<td>Known dichotomy between short-term and long-term residents of care homes may be difficult to discriminate by the model</td>
</tr>
<tr>
<td></td>
<td>Misses self-funding people</td>
</tr>
</tbody>
</table>

**MODEL B1**

This model would be relatively straightforward to implement, but it includes only a limited range of predictive variables. It can only make predictions about people who are already known to the housing or social services departments of the local authority.
**MODEL B2**

Here a richer range of predictive variables is available. SUS data are held centrally and are therefore easy to access. However, model B2 would involve issues regarding data linkage and data sharing.

**MODEL B3**

This version includes a very rich range of predictive variables, but it could only be implemented where GP data are routinely extracted.
Model C ('critical' status on FACS)

This model is designed to predict the need for intensive social care regardless of where that care is provided. The principal advantage of this model is that it would predict need for intensive social care regardless of where that care will be provided. In this way it addresses the fact that certain packages of home care are more intensive and costly than nursing home care. The outcome variable for model C is a *de novo* classification of 'critical' on the Fair Access for Care Services (FACS) scale. FACS is a national benchmark of need for social care, with 'critical' being the highest band.

‘The [FACS] framework is based on individuals’ needs and associated risks to independence, and includes four eligibility bands – critical, substantial, moderate and low... At the heart of the guidance is the principle that councils should operate just one eligibility decision for all adults seeking social care support; that is, should people be helped or not?’ (Department of Health 2003)

A person is assigned to the highest band ('critical') on FACS when:
- life is, or will be, threatened; and/or
- significant health problems have developed or will develop; and/or
- there is, or will be, little or no choice and control over vital aspects of the immediate environment; and/or
- serious abuse or neglect has occurred or will occur; and/or
- there is, or will be, an inability to carry out vital personal care or domestic routines; and/or
- vital involvement in work, education or learning cannot or will not be sustained; and/or
- vital social support systems and relationships cannot or will not be sustained; and/or
- vital family and other social roles and responsibilities cannot or will not be undertaken.’
  (Fair Access to Care Services, Department of Health 2003)

As the FACS is a national classification, it means that this model could potentially be used across England, and therefore might be used in future for resource allocation and performance management uses.

**TABLE 8: UNIT COST OF SERVICES FOR OLDER PEOPLE (PER WEEK, HEALTH AND SOCIAL CARE COSTS COMBINED)**

<table>
<thead>
<tr>
<th>Service Type</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private nursing home (nursing costs excluded)</td>
<td>£605</td>
</tr>
<tr>
<td>Residential home</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>£430</td>
</tr>
<tr>
<td>Voluntary sector</td>
<td>£426</td>
</tr>
<tr>
<td>Local authority</td>
<td>£749</td>
</tr>
<tr>
<td>Sheltered housing (comprehensive package)</td>
<td></td>
</tr>
<tr>
<td>Local authority</td>
<td>£234</td>
</tr>
<tr>
<td>Housing authority</td>
<td>£293</td>
</tr>
<tr>
<td>Community care package</td>
<td></td>
</tr>
<tr>
<td>Very low intensity</td>
<td>£333</td>
</tr>
<tr>
<td>Low intensity</td>
<td>£348</td>
</tr>
<tr>
<td>Median intensity</td>
<td>£589</td>
</tr>
<tr>
<td>High intensity</td>
<td>£993</td>
</tr>
<tr>
<td>Very high intensity</td>
<td>£1,201</td>
</tr>
</tbody>
</table>

Source: Unit Costs of Health and Social Care (2006)
However, there is a perception that there are major inconsistencies in how FACS is applied across the country from one local authority to another, for different age groups and for different conditions. Furthermore, the Inverse Care Law suggests that practitioners in deprived areas will have fewer resources to apply the FACS methodically and that this model might therefore lead to a worsening of inequalities if it were used for that purpose.

Since some people who self-fund their own care may not undergo a FACS assessment, this model cannot make predictions for these people.

As with model B, the simplest version of this model (model C1) uses only geodemographic data and local authority databases for predictor and outcome variables (FACS is recorded within the social services database). Models C2 and C3 add increasing amounts of health service data. Again, the addition of these data is likely to be helpful in terms of predictive accuracy, but it entails data sharing across organisations and will be complicated by the lack of a common identifier in the databases. Model C3 can only be used where GP data are extracted routinely.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicts need for intensive social care, regardless of where that care is delivered</td>
<td>FACS is applied inconsistently across the country</td>
</tr>
<tr>
<td>Does not predict loss of independence <em>per se</em></td>
<td>Does not predict loss of independence <em>per se</em></td>
</tr>
<tr>
<td>Discriminates against self-funding people</td>
<td>Discriminates against self-funding people</td>
</tr>
<tr>
<td>Potential to exacerbate the Inverse Care Law</td>
<td>Potential to exacerbate the Inverse Care Law</td>
</tr>
</tbody>
</table>

**MODEL C1**

As with B1, this model would be relatively straightforward to implement, but has a limited range of predictive variables and can only make predictions about people already known to the local authority’s housing or social services departments.
**MODEL C2**
This model, which adds SUS data, would be more complex to implement but is likely to be more accurate than model C1.

**MODEL C3**
This model could only be used in areas where GP data were routinely extracted, but is likely to be significantly more accurate than models C1 and C2.
Model D (social care costs)

This model predicts which people are at high risk of experiencing a large rise in the cost of their social care (from the perspective of the local authority) in the coming year. As with model C, this model predicts the need for intensive social care regardless of where that care is delivered. This model avoids the potential problems of inconsistency relating to the FACS. Predictions instead would be based on rises in social care costs, where such a rise acts as a proxy for a rise in need.

Rises in costs can be considered in relative or absolute terms (ie percentage change or rise in currency terms). The latter is likely to be more pertinent to commissioners of preventive services. Since this model only considers social care costs and not health care costs, it risks creating perverse incentives to shift costs from local authorities to the NHS (in the same way that critics warn that the PARR tool and Combined Model risk shifting costs in the opposite direction).

### Advantages

- Predicts need for intensive social care, regardless of where that care is delivered
- Presents information in stark monetary form thereby promoting business case development
- Avoids problem of inconsistent application of FACS

### Disadvantages

- Does not predict loss of independence *per se*
- Discriminates against self-funding people
- Potential problems with public perception
- Risk of cost-shifting between health and social care

MODEL D1

This is the simplest model, using local authority and geodemographic data only to predict a large absolute rise in social care costs in the year after prediction.
**MODEL D2**
This model adds SUS data.

**MODEL D3**
This is the most complex model, using local authority, geodemographic, SUS and GP data. It could only be used in areas that extract GP data routinely.
**Model E (combined NHS and social care costs)**

This model predicts which people are at high risk of experiencing a large absolute rise in their combined health and social care costs (from the perspective of the local authority and the local PCT) in the coming year. As with model C, this model predicts the need for intensive social care, regardless of where that care is delivered. This model avoids the potential problems of inconsistency relating to the FACS and avoids the potential for cost-shifting between health and social services. It is likely to lead to increased joint investment, and increased co-operation between health and social services in the provision of preventive care.

Predictions are based on absolute rises in health and social care costs, where a rise in cost is taken as a proxy for a rise in need.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicts need for intensive social care, regardless of where that care is delivered</td>
<td>Does not predict loss of independence <em>per se</em></td>
</tr>
<tr>
<td>Presents information in stark monetary form thereby promoting business case development</td>
<td>Misses self-funding people</td>
</tr>
<tr>
<td>Avoids problem of inconsistent application of FACS</td>
<td></td>
</tr>
<tr>
<td>Avoids risk of cost-shifting between health and social care</td>
<td></td>
</tr>
<tr>
<td>Promotes joint investment between health and social services</td>
<td></td>
</tr>
<tr>
<td>Promotes co-operation between health and social services in the delivery of preventive services</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7, overleaf, courtesy of Health Dialog UK Ltd, shows how PCTs can build business models for preventive care interventions based on the predictions of the NHS Combined Predictive Model. The bar in Figure 7 allows commissioners to select any segment of the population according to risk of unplanned hospital admission. In the figure, this is currently set at 0–5 per cent (ie the top 5 per cent of the population at highest predicted risk). In the figure this equates to the 16,125 people at highest risk out of the population of 322,518.

Commissioners then set how much money they wish to invest in preventive care for these 16,125 people. In Figure 8 this is currently set at £100, that is a total of £1.6 million to be invested in these 16,125 people. The panel at the bottom of the figure contains details of four adverse outcomes that the preventive intervention is designed to avoid. In the case of the Combined Model these outcomes are:
- Inpatient emergency admissions
- Inpatient other hospital admissions
- A&E attendances
- Outpatient visits.

Commissioners set the cost of these adverse outcomes (for example, £2,100 for an emergency inpatient admission), and they set the estimated effect that the intervention will have on avoiding this outcome (for example, expected 20 per cent drop in emergency inpatient admissions as a result of the intervention).
Once all of these assumptions have been set, the tool uses the known sensitivity and specificity of the Combined Model to calculate the savings that the intervention will yield next year. For the example given the gross savings will be £4.6 million, giving a net saving of £3 million when the upfront costs of the intervention are subtracted. The coloured bands indicate where the savings will be made (for example, £2.6 million will be released from reductions in emergency inpatient admissions).

If model E were to be built, then a similar commissioning tool could be constructed. Here the ‘downstream’ savings would need to be grouped into savings from health and savings from social care. The relative savings to the local authority and to the PCT would then be apparent, meaning that the upfront investment costs could then be divided pro rata by the two organisations (see Figure 8, opposite). These relative proportions would vary across different segments of risk.

---

**COMMISSIONING ‘UPSTREAM’ INTERVENTIONS**

If model E were built, this bar would be subdivided into health and social care costs, in proportion to the savings made by each sector. These relative proportions would vary across risk segments of the population. In this way, health and social care would invest amounts that were proportionate to the savings released.

This panel shows four adverse outcomes that the intervention aims to avoid. If model E were built, then as well as the four hospital outcomes shown, this panel would also show costly social care outcomes (for example, admissions to a nursing home, admission to a residential home, and packages of intensive home care).

Source: Health Dialog UK Ltd
MODEL E1

This is the simpler of two models, as it uses local authority, SUS and Geodemographic data only.

Source: Adapted from © Health Dialog UK Ltd
**MODEL E2**

This is the more complex model, adding GP data. It could only be used in areas where GP data are extracted routinely.
It is becoming clear that the costs of social care will rise dramatically in the United Kingdom over coming years as the population ages and more people live with complex, long-term medical conditions. This trend is already exerting pressure on local authorities to divert funds away from low-intensity care in favour of more intensive care. There is evidence that interventions for people at emerging risk can delay or prevent admission to a care home. Such interventions themselves are costly, and therefore in order for sustainable business cases to be built, accurate predictions are needed of which people would, without intervention, go on to require intensive social care.

A great deal is known about factors that are predictive of future need for intensive social care, of functional decline and admission to a care home. Many tools have been built that use these factors to make forecasts of future social care needs. However, the face-to-face nature of these instruments mean that they are laborious to complete, and cannot be administered to entire populations. Moreover, those people who are at highest risk may be least likely to participate (so-called participation bias).

An alternative approach might be to use patterns in routine, computerised, administrative data in order to make predictions. This approach is already being used by the NHS to predict unplanned hospital admissions. The technique raises important ethical and legal issues, and there are many practical and technological barriers that would need to be overcome. However, the technique offers a number of important benefits.

We suggest a number of potential models that could conceivably be constructed.

- Model A predicts admission direct from hospital to a nursing home. This model is attractive because it is (a) straightforward to predict as outcome is recorded in SUS data, and (b) particularly egregious therefore useful to predict in advance.

- Model B predicts nursing home admissions, and would therefore be the model of choice if the aim was solely to predict loss of independence. However, many packages of home care are more intensive (and therefore costly) than nursing homes and so may not predict those with the highest social care needs.

- Model C predicts an increase in social care needs according to the FACS classification (Fair Access to Care Services). Whilst this is appealing theoretically, there is a widespread perception that FACS criteria are applied unevenly.

- Model D predicts a rise in social care costs, and would use cost as a proxy of intensity of need. As discussed above, intensive packages of home care often exceed the cost of a care home admission, so local authorities are interested in predicting those people
who will become users of intensive services (and not merely those predicted to require long-term admission to a care home).

- Model E goes one step further by including health costs also. This model would enable a local health and social care economy to identify which people in its area were at risk of becoming high-cost users the subsequent year. The primary care trust (PCT) and local authority could then construct business cases for offering preventive support to these vulnerable people. The potential savings to be made by the PCT and the local authority respectively could be calculated so that the each organisation would contribute a pro rata amount to the investment. This model would help counter the perceived tendency to shift cost from one area to the other, and would encourage a more integrated approach.

It will be crucial to ensure that all interventions offered on the basis of any of these interventions were firmly evidence-based. It is also important to recognise that a shift from reactive to preventive services will involve an element of ‘double running’ in the short term.\textsuperscript{85}
Following publication of this feasibility study, the King’s Fund will work to publicise the findings amongst relevant stakeholders, some of which are listed below.

- Communities and Local Government (including Supporting People, National Housing Strategy for an Ageing Society, Digital Inclusion Unit and Neighbourhood Renewal Unit).
- Department of Health (including the Care Services Improvement Partnership, Social Care Directorate, Partnerships for Older People Projects and Public Health).
- Department for Work and Pensions (including Ageing Society Division and Link-Age Plus).
- Cabinet Office (Transformational government, Social Exclusion Task Force, Ministerial Committee on Data Sharing (MISC31) and the Prime Minister’s Strategy Unit).

If funding were to be made available to continue with this work then, as a first step, it is proposed that one or two pilot sites that extract GP data routinely be identified. Two such sites are Croydon (Croydon Council and Croydon PCT) and Warwickshire (Warwickshire County Council and NHS Warwickshire). Between them, these sites offer a suitable range of deprivation and urban/rural mixture. Both sites have coterminous health and social services, both collect GP data routinely, and both sites have experience of providing anonymous and pseudonymous data for modelling purposes. Although, potentially, the Qresearch database might be an alternative source of GP data for building a predictive tool, the participating practices are distributed widely across the country. This means that a large number of local authorities would have to be approached if linked social services data were to be obtained for these patients.

Work would then need to be conducted with the pilot site(s) to establish the data sources available to build the necessary model or models; to identify the accessibility of individual-level data; and to assess the feasibility of data linkage given confidentiality constraints. Research proposal forms would need to be submitted to each of the relevant bodies in order to gain permission to access their encrypted data.

For health and social services data to be linked, data-sharing software (such as those produced by companies such as Geometric, Visionware and Infoshare) would need to be evaluated in order to assess how accurately and completely they were able to link health and social services on the basis of name, address and date of birth. Access to the best-performing software would need to be purchased.

An important lesson to learn from the previous King’s Fund project on predicting unplanned hospital admissions is the importance of early ‘branding’ of the predictive tools that are built. The name ‘PARR’ (Patients at Risk of Readmission) has a strong brand identity, but there is confusion between the different versions of PARR (PARR 1; PARR 2; PARR+; PARR++). The name ‘Combined Model’ is less memorable, and it is often confused with the versions of PARR.
Another lesson from PARR is that it is not enough just to develop a tool that is freely available to local authorities and make it widely available (for example, downloadable from a website). The model will also need to be updated regularly. It is estimated that the cost of developing a model and testing it would be approximately £300,000, and that the cost of making the tool usable by local staff (for example, using appropriate software, providing help and support, and updating the model to reflect changes in social patterns) would be approximately £100,000 per annum.

If such tools could be developed and were tested successfully in the field, then the subsequent step would be to use them to target a range of appropriate, evidence-based interventions. This stage could again involve two or three pilot sites. This stage would be a development and research project on a much larger scale – similar to the Department of Health’s Whole System Demonstrator (WSD) pilots.89 The development arm of the WSD study is costing £12 million, with the cost of the evaluation likely to be £1–2 million.
The following databases were searched for studies examining what factors are predictive of the need for intensive social care: PubMed, Social Care Online, Social SciSearch, Scopus and the ASSIA databases. Using the Medical Subject Headings (MeSH) below, studies were identified that addressed the risk factors for functional decline, institutionalisation (admission to a residential home or nursing home), admission to a nursing home, and need for home care. Related studies were then sought.

**MESH HEADINGS**

- Algorithms
- Forecasting
- Risk factors
- Mass screening
- Risk assessment
- Frail elderly/statistics and numerical data
- Geriatric assessment/methods
- Logistic models
- Nursing homes/utilisation
- Patient discharge
- Severity of illness index
- Geriatric assessment
- Skilled nursing facilities
- Nursing homes
- Long-term care
- Home care services
- Residential facilities
- Patient admission
- Activities of daily living

Some studies were restricted to specific subgroups of the population (for example, disabled people, people with urinary incontinence, or people living in public housing). Other studies tested specific hypotheses (for example, whether nutritional status, depression or unsteadiness was predictive of nursing home residence).
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