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We can only be sure to improve what we can actually measure.

High Quality Care for All: NHS Next Stage Review final report, June 2008.

High Quality Care for All (Department of Health 2008) defined quality in the NHS in terms of patient safety, clinical effectiveness and the experience of patients. The transition from an NHS focused on targets, activity volumes and waiting times to one that focuses on the experience and outcomes for patients has been broadly welcomed. Whichever party forms the next government, it is likely that this direction will continue. Many of the aspirations of the Next Stage Review are shared by all political parties – equitable access to safe, effective, patient-centred care, which gives patients choice and empowerment, and gives frontline NHS staff control over the processes and decisions relating to care.

The Next Stage Review highlighted the importance of measurement to support improvements in the quality of services. Measuring for Quality Improvement: The approach (Information Centre 2009e) sets out the Department of Health’s aspiration for the development and use of indicators of quality at all levels of the system, including:

- local clinical teams using measures for benchmarking and day-to-day monitoring
- provider organisations reporting on quality to their local communities through quality accounts
- commissioners using information on quality in their contracting through the Commissioning for Quality and Innovation (CQUIN) scheme
- strategic health authorities and regional quality observatories supporting local measurement initiatives and driving improvement
- the National Quality Board measuring national priorities and benchmarking performance against other countries.

To implement, support and promote the quality measurement agenda, the NHS Information Centre, on behalf of the Department of Health, has launched a Measuring for Quality Improvement (MQI) programme (Information Centre 2009d). Working in partnership with the Royal Colleges, clinicians and others in the NHS, the Information Centre released the first set of about 200 Indicators for Quality Improvement (IQIs) in July 2009. The indicators will be added to, refined or retired over time and in response to feedback (Information Centre 2009b). NHS organisations are also encouraged to consider developing their own local indicators.

Of course, this policy agenda is not entirely new or unique; it is informed by historical and international precedent. The Performance Assessment Framework (PAF) of 1999 was the first attempt to measure systematically the performance of NHS health authorities and acute trusts across a range of domains, including indicators on the health and social care interface. The star rating system introduced in 2001 included clinical and other quality indicators, although the publication of NHS performance league tables prompted
considerable critical comment at the time (British Medical Association Board of Science/Health Policy and Economic Research Unit 2000; Adab et al 2000; Vass 2001). Many of these indicators continue to be used today and are included in the IQI set recently announced by the Information Centre. Arguably, one of the most comprehensive quality measurement systems for performance assessment in the world is the Quality and Outcomes Framework (QOF) for primary care introduced in the United Kingdom in 2004. Policy developments in England have been informed by related work in several countries, including in the USA by organisations such as the Institute of Medicine, the Institute for Healthcare Improvement, the Agency for Healthcare Research and Quality and the National Quality Forum.

Given the focus on measuring quality in recent NHS reforms, and the fact that the use of quality measures is set to grow, it is timely to examine some of the wealth of information that exists about the use, and misuse, of such measures. This paper discusses the main debates and choices that face those involved in measuring and using data on quality, and it provides guidance on key issues that they need to address. Although this paper focuses on acute care, many of the messages relating to measurement are generic and apply beyond the acute care sector. The paper draws on feedback from two events hosted by The King’s Fund:

- a conference in April 2009 on the use of data by clinicians for quality improvement, held jointly with the Royal College of Physicians and the Royal College of General Practitioners
- a workshop in October 2009 on issues in quality measurement, designed to inform the content of this paper.

Greater use of quality measurement in the NHS has real potential for improving the quality of care, but to maximise that potential and avoid the common pitfalls, all those involved need to be aware of the complexities and challenges this entails. Although the focus on quality measurement is not new, and this paper reiterates many messages that have been affirmed previously, it is imperative that the momentum is maintained and that lessons are learned from past experience. The economic constraints facing the NHS will put increasing pressure on services, and measurement will be vital for monitoring and improving quality in the context of the pressures to improve productivity and efficiency.
Defining quality: what are we measuring?

Domains of quality

Quality is defined in different ways by different organisations (see Table 1 below). In 2001, the US Institute of Medicine’s (IOM) *Crossing the Quality Chasm: A new health system for the 21st century* defined good-quality care as safe, effective, patient-centred, timely, efficient and equitable (Institute of Medicine 2001). The annual US National Healthcare Quality Report and its sister publication, the *National Healthcare Disparities Report*, use similar dimensions of quality (Agency for Healthcare Research and Quality 2008b; Agency for Healthcare Research and Quality 2008c). The conceptual framework of the Organisation for Economic Co-operation and Development’s (OECD) Health Care Quality Indicators project focuses on effectiveness, safety and patient-centredness within a broader framework relating to health, its determinants, and health care performance (Arah et al 2006; Kelley and Hurst 2006).

The *Quest for Quality in the NHS: A mid-term evaluation of the ten-year quality agenda* (Leatherman and Sutherland 2003) and its sequel, *The Quest for Quality in the NHS: Refining the NHS reforms* (Leatherman and Sutherland 2008), focus on quality measurement in England, using the domains of access/timeliness, effectiveness, equity, patient-centredness, safety and system capacity. The Care Quality Commission (CQC) uses six domains of quality in its regulation of health and social care services in England, including value for money.

**Table 1** Domains of quality

<table>
<thead>
<tr>
<th>Domains</th>
<th>IOM</th>
<th>OECD</th>
<th>Quest for Quality</th>
<th>Performance Assessment Framework</th>
<th>NHS Next Stage Review</th>
<th>CQC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Outcomes of care</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Patient-centred / experience</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Timely</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Access</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Efficient</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Value for money</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Capacity</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Equity</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Healthy, independent living</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Health improvement</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

IOM: Institute of Medicine
OECD: Organisation for Economic Co-operation and Development
CQC: Care Quality Commission
Efficiency, productivity and value for money

While the definitions of quality vary in different settings, some themes – safety, effectiveness and patient experience – are common to most quality frameworks, and others less so (efficiency, capacity, value for money). Changes in the economic climate since the NHS Next Stage Review was published have forced a focus on increased productivity and efficiency across the NHS, as reflected in the quality, innovation, productivity and prevention (QIPP) initiative. The development and use of indicators on productivity, efficiency and value for money, alongside measures of quality such as patient experience and outcomes, will become increasingly critical.

Equity and health inequalities

Another aspect of quality that has received relatively little focus in the context of the quality measurement initiatives following the Next Stage Review is that of inequalities. Health care (preventive and curative) should be provided on the basis of clinical need, regardless of personal characteristics such as age, gender, ethnicity, disability, religion, sexual orientation, socio-economic status or geographical location, and it should aim to reduce differences in health status, access to services and outcomes across population sub-groups. Equality legislation also mandates requirements for equity, and the Marmot Review has put a renewed focus on health inequalities (Strategic Review of Health Inequalities in England 2009). England has been among the international leaders in terms of setting targets and driving cross-government and public health policies to reduce health inequalities (Department of Health 2009b). Although health inequalities have continued to widen, they remain a top priority for the government. But the quality agenda has not yet encompassed the measurement of inequalities and equity and currently lacks an explicit focus on reducing inequalities.

Measurement across pathways and between organisations

Given the ageing population of the United Kingdom, the rising prevalence of long-term conditions, and the growing need for integrated health and social care that often spans a range of providers, measures of quality will have to be developed along patient pathways and across organisational boundaries. The IOM endorses public reporting on measures such as longitudinal care that encourage shared accountability between organisations, and its criteria for reporting and selection of indicators do not require a measure to be within the control of a single agency (Institute of Medicine 2006). It will be important to ensure that policy initiatives focused on individual organisations, such as quality accounts, do not restrict measurement of service quality across and between organisations.

Not everything that matters can be measured

While this paper focuses on quality measurement, it should be noted that good performance on indicators is not necessarily the same as good care at the individual patient level. Measurement often misses areas where an evidence base and/or data are not available, or aspects of quality that are not readily quantifiable, so it is important to remember that quality measurement should be seen as one tool in a broader quality improvement strategy (Werner and Asch 2007).
Audiences for measures of quality

There are many users of information on the quality of health care, including:

- parliament
- government
- NHS (commissioners, boards, managers, clinicians and other staff)
- independent health care providers (many of whom provide care to NHS patients)
- patients and their families and carers
- the public
- researchers
- regulators
- auditors
- media
- industry.

As each of these audiences uses information on quality for different purposes, they require different types of information and different presentation formats. For example:

- clinical teams wanting to improve their performance will want disaggregated and complex information on the processes and outcomes of care at team or individual consultant level
- patients or a public audience – for example, for quality accounts or NHS Choices – will require simpler information at a less granular level, presented without the complex statistical formats that professionals use to aid their interpretation of the data
- commissioners are interested in outcomes, and increasingly require information linking quality to productivity and cost-effectiveness.

Often, there is no shared view among the different audiences about what quality is and how it should be measured. The selection and design of indicators, and their presentation, must be tailored to the different requirements of these audiences if the information is to have a positive impact and avoid unintended consequences.

The aims of measurement should determine what and how we measure

Information on quality can be used for several purposes, including:

- performance assessment and management (ie, judgement)
- incentivising quality improvement (pay for performance)
- publication to inform the public and support patient choice
- benchmarking against peers for feedback and learning to support quality improvement
- use in a non-health care environment, such as academic research.
The suitability of indicators, and their usefulness and impact, will depend on clarity about the aims of measurement. While some indicators can be used for multiple purposes, this is not universally the case. Perhaps the starkest contrast is between measurement for improvement (eg, benchmarking against peers) and measurement for judgement (eg, for performance assessment and management, in pay-for-performance schemes, or for patient choice (Freeman 2002)). In the former case, the information is used as a ‘tin opener’ for internal use, designed to prompt further investigation and action where needed, and not as a definitive measure of performance in itself. In the latter case, the information is used as a ‘dial’ – an unambiguous measure of performance where there is no doubt about attribution, and which may be linked to explicit incentives for good performance (pay for performance) and sanctions for poor performance (in extreme cases, fines from the regulator or dismissal of senior staff (Carter et al 1992)).

These two purposes – measurement for improvement and measurement for judgement – are not mutually exclusive. Most health systems require some combination of them, and both clinicians and managers will often find they want to measure similar things for both purposes. However, the appropriate choice of indicators, robustness and reliability of data, method of analysis, format of presentation, interpretation and use will all differ depending on the aims of measurement (see box below as an illustration) (Freeman 2002; Agency for Healthcare Research and Quality 2008a).

The Department of Health notes that the Indicators for Quality Improvement (IQIs) will help to measure the quality of care that clinicians deliver, highlight areas for improvement, and track the changes they implement, and that they are not intended to be used as performance measures. However, these indicators are intended also to support other uses such as patient choice, quality accounts and commissioning for quality and innovation (CQUIN), which arguably begin to move into judgement rather than improvement.

<table>
<thead>
<tr>
<th>Characteristics of indicators used for judgement and improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Indicators for judgement</strong></td>
</tr>
<tr>
<td>Unambiguous interpretation</td>
</tr>
<tr>
<td>Unambiguous attribution</td>
</tr>
<tr>
<td>Definitive marker of quality</td>
</tr>
<tr>
<td>Good data quality</td>
</tr>
<tr>
<td>Good risk-adjustment</td>
</tr>
<tr>
<td>Statistical reliability necessary</td>
</tr>
<tr>
<td>Cross-sectional</td>
</tr>
<tr>
<td>Used for punishment/reward</td>
</tr>
<tr>
<td>For external use</td>
</tr>
<tr>
<td>Data for public use</td>
</tr>
<tr>
<td>Stand-alone</td>
</tr>
<tr>
<td>Risk of unintended consequences</td>
</tr>
</tbody>
</table>

The Department of Health notes that the Indicators for Quality Improvement (IQIs) will help to measure the quality of care that clinicians deliver, highlight areas for improvement, and track the changes they implement, and that they are not intended to be used as performance measures. However, these indicators are intended also to support other uses such as patient choice, quality accounts and commissioning for quality and innovation (CQUIN), which arguably begin to move into judgement rather than improvement.
When indicators are used inappropriately, or when there is a lack of consensus about their interpretation, their use can become controversial. This has been evident not just in the example of outcomes of a relatively rare procedure such as paediatric cardiac surgery (Ayllin et al 2004; Keogh 2005; Westaby et al 2007; Mohammed 2007), but even with a high-level indicator such as a hospital’s death rate.

The investigation into failures of care at Mid Staffordshire NHS Foundation Trust led the Department of Health to publish hospital standardised mortality ratios on the NHS Choices website. This indicator and the underlying data have been the subject of much debate and controversy among measurement experts (Mohammed et al 2009; Wright and Shojania 2009; Godlee 2009), as evidenced again by the professional commentary on the indicators in the hospital guide published recently by Dr Foster (Dr Foster Intelligence 2009). And the data are liable to misinterpretation even by informed audiences (West 2009). Some question whether mortality statistics should be put into the public domain at all (Westaby et al 2007). But this view is no longer tenable given the many drivers for transparency and publication, including the Freedom of Information Act and the emerging evidence that providers may be responsive to public reporting through the impact (real or perceived) this can have on their reputation (Marshall et al 2000; Fung et al 2008; Hibbard 2008). However, most professionals agree that such indicators should be seen as screening tools that prompt further investigation, rather than as definitive markers of quality.

While political and public pressures for transparency will lead to greater release of information, it is imperative that these issues are taken into account to avoid the risk of misuse of information – for instance, the use of league tables that do not take adequate account of confounding factors and/or statistical uncertainty (Goldstein and Spiegelhalter 1996). Inappropriate attribution of poor performance can be seriously damaging and stigmatising for staff and the organisations they work in, and can mislead patients.

Ensuring that indicators published for patients and the public are fit for purpose is especially important, given the technical complexities of data and analysis inherent in many measures of quality, and the potential for variable interpretation of what the results mean. The growing volume of material in the public domain could deter its use by those less able to work their way around it, and could lead to inappropriate interpretation unless accompanied by suitable guidance.

**Interpretation matters: what measures of quality can and can’t tell you**

There are relatively few indicators that are universally accepted as unambiguous measures of quality. Most raise questions for further investigation and validation before one can be confident that a provider or service is ‘good’ or ‘bad.’ Often, this is in relation to where an organisation is positioned in the distribution of indicator values rather than an absolute standard. ‘Outlier’ status in the distribution could be due to a number of reasons unrelated to the quality of care, for example:

- data-related issues such as poor data quality, reporting/coding artefacts, inadequate adjustment for case-mix
- differences in clinical practice, eg, thresholds for admission/discharge
- external factors such as poor primary/community/social care services, proximity to a hospice, and the effects of socio-economic deprivation
- random variation or regression to the mean
- some combination of these factors.
A higher than expected mortality rate, for example, could reflect any of these factors rather than poor quality of care. Most clinical indicators are just indicators – prompts for further investigation, and not direct measures of performance. Incorrect inference runs the risk of well-performing providers being mistakenly classified as poor performers (Type I errors), or providing false assurance that poorly performing providers are performing adequately (Type II errors) (Mannion and Goddard 2002).

Furthermore, the quality and safety of health care is multidimensional, complex and challenging to measure. A US study found little or no association between the most widely used national benchmark for assessing health care quality (the Joint Commission on the Accreditation of Healthcare Organizations (JCAHO) survey scores and accreditation decisions) and quality and safety indicators used by the Agency for Healthcare Research and Quality (Miller et al 2005). This seeming anomaly could have a number of explanations, including that performance on structure and process indicators may not correspond with results on outcome measures. The authors conclude that assessment of quality from any one perspective or using any one tool is unlikely to give the complete picture, and that relationships between standards-based accreditation schemes and empirical measures should be examined.

Many indicators of patient safety are beset with additional problems of interpretation because adverse events and near-misses tend to be under-reported, and a high reported rate of such events may reflect a more developed organisational culture and awareness of safety issues rather than a less safe environment. The National Patient Safety Agency (NHS National Reporting and Learning Service 2009) notes that it is increasingly recognised that the higher the organisational event reporting rate, the stronger the reporting and learning culture will be locally. That said, mandatory reporting of sentinel events or ‘never events’, and tracking of adverse events as supported by the Institute for Healthcare Improvement’s Global Trigger Tool (Griffin and Resar 2009), can be very useful in exposing problems with safety.

Finally, indicators relating to patients’ experiences of services can also be subject to problems of interpretation, as responses can be influenced by patient characteristics unrelated to the quality of care, such as age, gender, region of residence, self-reported health status, type of care and expectations (Healthcare Commission 2006; Bleich et al 2009).

The importance of a coherent policy framework for quality improvement

These key issues – who uses quality measures and for what purpose – should be central to a coherent policy framework for quality improvement. Quality measurement needs to occur within a policy context, with clearly stated objectives, a sound conceptual framework, and coherence with other evaluative mechanisms (accreditation, audit, regulation, performance assessment and management). Without this, it may not be possible to ascertain whether the health care system is achieving its overall policy goals. Currently, there is some uncertainty about the respective roles of various agencies (such as the National Quality Board, the NHS Information Centre, the National Institute for Health and Clinical Excellence, strategic health authorities, commissioners, the Care Quality Commission, Monitor, the Audit Commission and professional regulators) in monitoring and reporting on quality. There is also uncertainty about the expected role and impact of the various policy initiatives based on quality measures (such as CQUIN and quality accounts). The National Quality Board is due to review the key issues relating to alignment and co-ordination at a system level, to ensure co-ordination and communication between the different management and regulatory bodies.
Use for measurement to improve the quality of health care

In recent decades, there has been a strong focus on initiatives to improve health care quality across the developed world, and a growing recognition that national and local health care performance measurement and reporting is essential if these initiatives are to achieve their full potential.

In theory, quality measures can drive improvement in a number of ways – perhaps most notably what have been called the ‘selection’, ‘change’ and ‘reputation’ pathways (Berwick et al 2003; Hibbard 2008). In the selection pathway, patients drive improvements by using measures to make choices between providers, incentivising providers to improve quality so as to attract more patients and therefore more income. In the change pathway, quality measures act on the intrinsic professional motivation of clinicians and organisations to improve in areas where they see potential for improvement. Finally, in the reputation pathway, the publication of quality measures that compare performance between individuals, teams and organisations drives change through a desire to protect or improve reputations relative to others.

Evidence about the relative effects of these different responses to publication of comparative information on quality is somewhat weak. Recent reviews of the evidence (mostly from the USA, and quite out of date) indicate mixed results, with some studies showing no effects and others showing minimal effects (Fung et al 2008; Shekelle et al 2008; Robertson and Dixon 2009). Perhaps the most powerful response is found in the reputation pathway, with Hibbard and others arguing that the public dissemination of credible and robust information on performance is the most effective driver of improvement (Hibbard et al 2005).

There is scant published evidence that public reporting improves clinical outcomes, except in the case of cardiac surgery. The cardiac surgery reporting system (CSRS) of the New York State Department of Health was one of the early pioneering attempts at using measurement for improvement. In 1989, it published risk-adjusted mortality rates following coronary artery bypass graft surgery – a model since implemented in England. A recent report from the Society of Cardiothoracic Surgeons highlighted the enabling role played by benchmarking feedback from a professionally led audit database in reducing mortality from cardiac surgery in recent years (Bridgewater 2009).

There are other examples of quality measurement being used as part of quality improvement and performance management strategies.

- The US National Quality Forum, responsible for developing and implementing a national strategy for measuring and reporting on health care quality, was established in response to concerns about the impact of health care quality on patient outcomes, workforce productivity and health care costs. It uses standards and performance measures meeting pre-set criteria and agreed through professional consensus, and evaluates them regularly (National Quality Forum website).
The quality indicators of the US Agency for Healthcare Research and Quality were developed in response to the demand for standardised, comparative data for identifying potential concerns about quality, and are used in many countries (Agency for Healthcare Research and Quality 2009).

The Joint Commission evaluates and accredits more than 16,000 health care organisations and programmes in the USA, using tools for measuring and improving patient care. It prioritises co-ordination with other national measurement-related efforts, cost-effectiveness and waste reduction, not placing undue burden on health care organisations, and having accurate data (Joint Commission 2009).

The US Institute for Healthcare Improvement’s 5 Million Lives Campaign (2006–2008), building on the earlier 100,000 Lives Campaign, was designed to promote changes in care that save lives and reduce harm to patients (Institute for Healthcare Improvement 2009).

Scotland set the lead for Europe in 1994 with the public release of comparative clinical indicators for hospitals and health boards, now updated every six months (NHS Scotland 2009a, 2009b). Detailed supporting information, including on data quality and any caveats, is provided to aid interpretation of the indicators, and users are warned that no direct inferences about the quality of care should be drawn from the data.

The voluntary accreditation programme of the Australian Council on Healthcare Standards (ACHS) is founded on clinician engagement in the development and use of benchmarked quality indicators (Collopy 2000; Australian Council on Healthcare Standards 2008, 2009). An important distinction from the US and UK approaches is that the results are not published, because the ACHS views the data as a tool for further investigation to initiate improvement, and not a definitive measure of organisational performance.

The National Cancer Intelligence Network in England, formed in 2008, is bringing together cancer registry data on incidence and outcomes with routine hospital data and clinical audit data to provide a repository of linked datasets and analytical expertise to drive the use of quality measures in cancer care (National Cancer Intelligence Network 2009).

There are also examples of sharing and learning from international quality measurement initiatives. For example, the collaborative NHS North West Strategic Health Authority and Premier Inc pay-for-performance initiative, Advancing Quality, aims to improve patient care and the patient experience by introducing a set of evidence-based quality measures developed in the USA, which are also linked to payment (NHS North West 2009).

International comparisons and benchmarking

The move towards international comparisons of quality as a means of learning from and responding to variation is gathering momentum – the challenges posed by disparate health care and information systems notwithstanding. Such comparisons can be a catalyst for change. For example, the EUROCARE epidemiological studies (Coleman et al 2003), showing poorer cancer survival rates in England compared with many European countries, helped to catalyse investment and initiatives to improve cancer services in England.
The Organisation for Economic Co-operation and Development’s (OECD) Health Care Quality Indicators project (OECD 2009) was launched in 2001 as a sequel to the Commonwealth Fund Quality Indicators initiative (Hussey et al 2004). It is the largest comparative initiative in terms of country coverage (24 OECD countries) and the number of quality indicators (covering cardiac care, diabetes, mental health, patient safety and primary care/prevention). The OECD acknowledges that there are some major issues in cross-national comparative analyses, including data availability and comparability, methodological issues, attribution and interpretation, and differences in health care and information systems (Mattke et al 2006).

The problems associated with international benchmarking of quality highlight the need for caution in interpretation (Mainz et al 2009). Walshe (2003, pp 4–5) cautions that the value of international comparisons should be judged by the contribution they make to quality improvement, and that too often ‘we get a lot of measurement... but little change’. Data-based international comparisons also provide few pointers about the causes of variation and what to do about them; these issues may be better explored through more detailed bilateral investigation. Nolte et al (2006) highlight the challenges presented by data, definitions, methodological issues, time lags between interventions and outcomes, and interpretation, in benchmarking performance across and within countries.

The process of developing evidence-based quality measures can be lengthy and resource-intensive, with much potential for learning from and building on international experience and collaboration, as demonstrated in projects by the NHS North West Strategic Health Authority, the Agency for Healthcare Research and Quality and the OECD. However, measurement does also need to be context-specific, and indicators should therefore reflect any differences in clinical practice and cultural and organisational factors between countries (Marshall et al 2003).

Potential for unintended consequences

While public reporting of information on performance may drive improvement, it can also have powerful unintended consequences. Quality measures, especially when they are used in performance assessment, or form part of high-profile national policy, or are made publicly available, or have incentives and sanctions attached can have unintended and damaging consequences.

Commentary on these unintended consequences in England to date has focused on high-profile national targets. While targets are recognised as drivers for improvements in the areas where they apply (Bevan and Hamblin 2009), trusts were often found to be ‘hitting the target but missing the point’ (Bevan and Hood 2006). ‘Gaming’ is one well-recognised consequence, where individuals or organisations consciously find ways to achieve a required level of performance against a given measure, or appear to achieve it, without actually achieving the changes that the measure was designed to achieve. Targets such as the four-hour waiting time in accident and emergency (A&E) departments have been criticised for leading to gaming in various forms, such as employing ‘hello nurses’, recording patients as having been seen within four hours but without them receiving appropriate assessment or treatment, and actual fraud (House of Commons Public Administration Select Committee 2003; Smith 2008). Similarly, there was evidence that response times for ambulance teams had been manually altered to meet the eight-minute response target, with allegations that some trusts focused ambulance provision on urban populations at the expense of rural communities (Commission for Health Improvement 2003; Bevan and Hamblin 2009).
Targets have also been blamed for distorting clinical priorities – for example, patients being admitted through A&E without adequate clinical assessment, or disproportionately within minutes of the four-hour A&E target, or contributing to a general increase in short-stay emergency admissions via A&E departments (British Medical Association 2003; Information Centre 2009c; Raleigh et al 2005). These risks were implicit in a warning by the NHS Confederation that the government needed to be wary of ‘unintended consequences’ for other services if the targets of 18 weeks to treatment and two weeks for referral to a cancer specialist were prioritised by making them legal entitlements; the Confederation said the guarantee should apply across the whole range of health services (Timmins 2009).

Another potential problem is where clinicians or organisations select patients, or change how they provide care, so that the risk of poor performance is minimised. Concerns were expressed, for example, that the introduction in England of public reporting of mortality rates following cardiac surgery would incentivise surgeons to avoid high-risk patients, following some evidence of such behaviour in the USA (Werner and Asch 2005). However, UK evidence suggests this has not, in fact, happened (Bridgewater et al 2007; Sixth National Adult Cardiac Surgical Database 2009).

The totality of quality measures employed can also have unintended consequences. Organisations may focus efforts to improve quality only on areas that are subject to measurement, neglecting other services and aspects of care that are not being measured – a problem often labelled as ‘target myopia’ (Berwick et al 2003). Clinicians express concerns that good performance on a given set of indicators is not necessarily good care at the individual patient level. And there is a further risk that an explosion of quality measurement and reporting could lead to ‘target fatigue’ among managers and clinicians, apathy about the usefulness of measurement, and weakening of improvement efforts or innovation (Werner and Asch 2007; Wait 2004).

Policy-makers and NHS organisations need to find a balance between developing indicators to cover the important aspects of quality and at the same time ensuring that professionals remain responsive to the measures and are not overwhelmed by measurement and reporting efforts.

As recommended by the Royal Statistical Society, systems of performance measurement need to be ‘designed so that counterproductive behaviour is discouraged and subject to independent scrutiny’ (Bird et al 2005). The individual indicators and, crucially, the totality of the measurement system in which they are used to motivate improvement, need to be designed and reviewed to reduce the risks of potentially negative consequences, while also learning from the lessons of past experience. There is also a need for systematic evaluation of the impact of new initiatives to publish information on quality (such as quality accounts, Indicators for Quality Improvement (IQIs) and indicators for patient choice) to assess the consequences (both positive and negative) and the effectiveness of such initiatives.
 Selection of indicators

What principles should guide the choice of indicators?

Quality measurement presents choices about measures and their derivation. Several agencies have set out the guiding principles for selection of indicators and their production and use, with considerable overlap in their key messages, as illustrated by the examples below.

- Following the use of performance indicators in the star ratings of NHS trusts, introduced in 2002, the Royal Statistical Society set out principles and recommendations relating to the design, analysis and reporting of performance indicators in the public services (Bird et al 2005). Among others, these included the need for substantial input from those being monitored, education about the role and interpretation of data, independent scrutiny, and design that discouraged counter-productive behaviour.

- The Good Indicators Guide, produced jointly by the Association of Public Health Observatories (APHO) and the NHS Institute for Innovation and Improvement (Pencheon 2008), identifies the criteria for good indicators, which should be important, valid, feasible and meaningful.

- The Institute of Medicine (IOM) (2006) sets out the attributes and design principles of a well-functioning national system of performance measurement and reporting (see box overleaf), its criteria for selection of indicators being: scientific soundness; feasibility; importance; alignment across datasets to reduce burden; and comprehensiveness.

- Freeman (2002) sets out the different aims of performance measurement systems, the conceptual and technical challenges they face, and factors that can facilitate the effective derivation, implementation and use of indicators.

- Mainz (2003a) says a good indicator should be based on agreed, fully described definitions; it should be highly or optimally sensitive and specific, be valid and reliable, be a good discriminator, be relevant and actionable for the user, enable comparisons, and be evidence-based. He also describes the stages in developing and implementing the use of clinical indicators (Mainz 2003b).

Validity and reliability are fundamental constructs in selection of indicators, and some indicators will be more reliable markers of performance than others – a distinction that users of the data should be made aware of. The questions raised earlier about the audiences and aims of measurement are fundamental in informing the choice of indicators.
How many indicators?

Quality is complex and multidimensional. Too few indicators could risk charges of oversimplification and neglect of unmeasured aspects of care; too many could confuse or lead to apathy. As measuring quality incurs costs for providers and makes time demands on clinicians and trust boards, it should be used selectively and to good effect. Clusters of indicators around specific themes, each with a limited set of robust indicators that have credibility and clinical ownership, will encourage their application and increase their effectiveness. On the basis that measures of quality must, of themselves, be of high quality, we believe that, on the whole, ‘less is more’ in terms of the number of indicators.

What sort of indicators?

Donabedian’s (1988) classic paradigm for assessing quality of care is based on a three-component approach – structure, process and outcomes – with each component having an effect on the next. Structure refers to provider attributes (eg, nurse/patient ratio), process refers to the care given to the patient (eg, patients with acute myocardial infarction (AMI) being prescribed aspirin on discharge), and outcome is what happens to the patient (eg, mortality following cardiac surgery). These three types of measures have their unique strengths, but each is also associated with conceptual, methodological and practical problems. The choice often falls between process and outcome measures.

Process measures, in general, are more responsive than outcome measures. They avoid the effects of time lags and they reflect the quality of health care more accurately, as they measure the care that patients receive. They are less contentious in terms of attribution, less susceptible to risk-adjustment issues, less prone to small-number problems, and are more actionable as they are direct measures of processes of care. However, compared with outcome measures, they may be less easy to produce in terms of data availability and more liable to gaming and the extent to which they link with outcomes is variable.

Outcome indicators are attractive because they are direct measures of outcomes for patients, hence they have face validity, are easy to understand, and data are more readily available. However, their interpretation is much more likely to be confounded by the effects of time lags, co-morbidities, and issues of causation and attribution. They are also

Attributes of a well-functioning system for measuring and reporting on performance

According to the Institute of Medicine, a well-functioning system should:

- specify purpose and aims
- set and prioritise national goals
- establish and implement a plan for the development and promulgation of performance measures
- ensure data collection, data validation and aggregation processes
- develop and promulgate public performance reports to support the decisions of many stakeholders
- establish and fund necessary research
- continually evaluate, through an impact assessment, the effectiveness of performance measurement, payment reform and quality improvement initiatives.
less informative as pointers for remedial action, and may be subject to small-number problems. Where outcomes are used as measures of performance, there should be reasonable evidence that they are related to the care provided.

The context and underlying purpose of measurement are important considerations in weighing up the strengths and weaknesses of different measures. While a focus on outcome measures is intuitively attractive, and will be of interest to commissioners, providers and patients, structure and evidence-based process indicators can play a significant role in intermediate and final outcomes, and in informing quality improvement. They should, therefore, form part of a balanced set of measures reflecting on quality (Donabedian 1966).

How should indicators be analysed?

There are a number of different ways in which data can be analysed and presented, each offering a different perspective on performance – for example, comparisons with peers are useful in analysing performance relative to others. Equally, it is useful to examine whether there has been improvement within an organisation over time. Many datasets lend themselves to analysis in variable ways. Some choices are:

- means or distributions (the former provide a summary measure but the latter are more informative)
- simple or composites (the latter provide a summary measure but raise methodological issues and can be more complex to interpret)
- generic or condition/diagnosis/procedure-specific (the former are often easier to produce and are at less risk of small-number problems, but the latter are more useful to patients and clinicians)
- measures of ‘never events’ or ‘sentinel events’ (ie, rare events such as a maternal death)
- measures along care pathways (these are of increasing interest, given the rising number of patients with chronic conditions, but are not easily measurable using routinely available data)
- provider or commissioner-based (eg, readmission rates can be derived by service provider or by primary care trust, or the patient’s area of residence)
- longitudinal or cross-sectional (trend data may be more useful for quality improvement, but peer comparisons may be more useful for patient choice, performance assessment and regulation)
- measures in relation to a standard/target, or in comparison with other organisations or peer groups.

The most suitable options depend on the aim, audience and data considerations. Where the data and numbers allow, indicators should also be analysed for population sub-groups, eg, by age, sex, ethnicity and level of socio-economic deprivation.

Data sources: current versus new

Compared with many countries, the UK is rich in health data, having as it does a national health system with virtually universal population coverage and standardised information flows. Several of these datasets have been used in the NHS Information Centre’s Measuring for Quality Improvement (MQI) initiative. Connecting for Health’s National Programme for Information Technology (NPfIT) is an ambitious project to develop a comprehensive electronic care record service for all NHS patients, which would provide...
secure access to patient records for authorised health care professionals, irrespective of where care is delivered. While the programme is over-budget and behind schedule, and has been heavily criticised, with questions being raised about its future (House of Commons Public Accounts Committee 2009), electronic data flows have improved both the timeliness and richness of data flows. The Next Stage Review has accelerated the use of this information for quality improvement purposes, a trend that is likely to continue.

Delays and functionality problems notwithstanding, sizeable investments have been made in developing and supporting the current information architecture, which is likely to endure in one form or another. Using existing datasets has a number of advantages: it is cost-effective, does not add burden, IT systems are in place and data streams are bedded in, the data and data collection processes are well understood, data coverage and quality is established, and analytical mechanisms are in place. Developing and implementing new datasets is time-consuming and costly, adds to burden, may lead to duplication and new IT requirements, and involves numerous approval processes (eg, the Review of Central Returns and the NHS Information Standards Board), where stringent criteria apply, before they can be mandated to the NHS as approved standards. Furthermore, all datasets have coverage and quality problems in the initial years, so the lead-time to getting usable data can be several years. While the longer-term need for new and improved clinical data sources will not dissipate, in the interim it is imperative and unavoidable to work with what is already available; the Indicators for Quality Improvement (IQIs) mark a useful start in this.

Further, the national clinical audits provide a potentially rich source of data for measuring quality, and are arguably free of some of the criticisms about inadequate clinical functionality levelled at administrative datasets such as hospital episode statistics (HES). Clinical audit is defined as ‘the assessment of the process (using evidence-based criteria) and/or the outcome of care (by comparison with others). Its aim is to stimulate and support national and local quality improvement interventions and, through re-auditing, to assess the impact of such interventions’ (Department of Health 2009a).

The example of professional engagement in and response to the data on mortality rates for cardiac surgery demonstrates the improvement potential that lies in clinical audit datasets (Sixth National Adult Cardiac Surgical Database 2009). The Healthcare Quality Improvement Partnership manages the National Clinical Audit and Patient Outcomes Programme, which comprises more than 20 clinical audits covering medical, surgical and mental health conditions. The National Clinical Audit Advisory Group, an advisory group to the Department of Health, has recently approved six new clinical audits. As the primary aim of clinical audit is its use by clinicians to improve the quality of care, concerns are sometimes raised about the possible negative impact that publication of this data may have on participation in audit. However, it is timely to consider how data from the national clinical audits can be used to support the wider agenda of measuring and reporting on quality. The Department of Health’s proposal for quality accounts to include information on performance against standards in the national clinical audits is a welcome step in this direction.

As well as maximising the use of available data sources, there is a need for a longer-term strategy that uses IT solutions to capture richer and real-time clinical information, including at the point of care and linked across providers. However, this raises difficult issues around confidentiality, information governance, ownership and IT. Many clinicians perceive information systems and the NPfIT infrastructure as obstructing quality measurement, and some organisations have found local solutions. As the future of the NPfIT is under review, there is an urgent need and opportunity to consider how the information architecture can be developed in future to support more effective measurement of quality.
Data coverage and quality

The Audit Commission (2004) notes that: ‘Our experience suggests that, at a local level, corporate leadership on data and information quality is vital… However, one of the biggest factors underlying poor data quality is the lack of understanding among frontline staff of the reasons for, and benefits of, the information they are collecting. The information collected is too often seen as irrelevant to patient care and focused on the needs of the “centre” rather than frontline service delivery. In particular, more effort is needed to involve clinical staff in validating and using the information produced.’

In a recent report, the Audit Commission (2009) states that poor data quality risks undermining the impact of measuring clinical outcomes and the move towards a more detailed and accurate tariff for use under Payment by Results (PbR). Its PbR data quality assurance programme showed that the error rate in a key dataset for NHS activity varied from 0.3 per cent to 52 per cent. The Commission recommends five areas for action: stronger leadership by the Department of Health, senior managers, clinicians, regulatory bodies and the National Quality Board; clinical engagement; board assurance; external monitoring and review; and technical support.

Lord Darzi put clinicians at the heart of the quality improvement agenda, with clinical ownership and team-level use of data being all-important. The Next Stage Review may compel clinicians to engage more effectively in quality measurement, but equally there are risks to the enterprise if clinicians disbelieve and discredit the data. For information to be meaningful for clinicians, and for them to act on it, they need to be involved in assuring the data collected, and deciding what it is used to measure, and how it is measured.

An evaluation of the use of clinical indicators in Scotland showed that they had raised awareness of quality issues among trust staff, but they had a low organisational profile and were rarely used to inform quality improvement or to identify and share best practice (Mannion and Goddard 2001). Their limited effect was attributed to a lack of professional belief in the indicators arising from perceived problems about data quality, the time lag between collection and presentation of data, limited dissemination, weak incentives to take action, and a belief that informal information is often more useful than quantitative data in the assessment of clinical performance.

Discussions at a seminar hosted by The King’s Fund in April 2009 on the use of data by clinicians similarly suggested a lack of engagement by clinicians in data collection and use, concerns about the quality of available data, and a negative view of the value of quality information initiatives. Concerns were also raised about the functionality and implementation delays of the NPfIT, and the inadequate clinical functionality of HES – the largest administrative database of hospital care in England, which is used for many of the NHS Information Centre’s IQIs. The Audit Commission reviews of data quality in HES do show the need for improvement, including in critical fields such as diagnostic coding. However, while HES do not carry the level of clinical detail contained in clinical audit datasets, there is considerable evidence about their use in supporting measurement of quality and outcomes. The Audit Commission (2009) notes: ‘The NHS often criticises the quality of its own data. Clinicians have often been willing to criticise the quality of HES. Management have often been critical of the secondary uses service (SUS) data… But the production of the data is entirely within the control of these groups.’

More generally, stringent efforts are needed to improve the quality of available datasets, including data from the national clinical audits. Clinicians’ engagement with data and ownership of its quality are essential precursors for its use in quality improvement. Quality measurement for improvement has to rely on the accurate completion of mandated NHS datasets, which in turn depends on clinicians taking responsibility for
ensuring accurate data submission for their patients. Data from the national clinical audits has not thus far featured prominently in the IQIs and other sources of information on quality, although it is, arguably, among the richest sources of information on quality. Other than the high-profile cardiology audits (such as the Myocardial Infarction National Audit Project (MINAP) and the Central Cardiac Audit Database (CCAD)), most national clinical audits (eg, for various cancers and diabetes) have patchy coverage and data quality problems. In this context, the Department of Health’s proposal for quality accounts to include information on the rates of participation in national clinical audits and performance against standards in the audits is welcome, and will drive improvements in the usability and validity of these data.

**Reporting on data quality**

Most information sources are in some degree subject to variations in data coverage and data quality – that is, the extent to which reporting is comprehensive and the data meet approved standards. Administrative datasets (eg, HES) may be subject to under-coding of clinical detail, therefore lacking specificity. Clinical audit datasets may have greater clinical granularity, but they have other problems such as incomplete coverage and variable data quality.

Examples where data quality issues have compromised assessment of the quality of care are:

- the Healthcare Commission’s review (2007) of independent sector treatment centres (ISTCs), which concluded that the quality of HES data submitted by ISTCs was too poor to compare their quality of care with that provided by the NHS

- the Healthcare Commission’s investigation (2009) into Mid Staffordshire NHS Foundation Trust

- data for NHS-funded patients submitted by independent health care providers (Information Centre 2009a).

Data coverage and quality can vary between providers, and this can result in misleading information unless there are rigorous checks of the data submitted at provider level. Data quality for a provider can also vary from indicator to indicator. Ongoing assessment of the coverage and quality of the data used for each indicator is vital for aiding interpretation and driving improvements in the quality of the underlying data. Without it, measurement has little meaning and can be misleading. Further, there can be little assurance that an organisation is providing safe and effective care if it is not ensuring and using high-quality data for monitoring the quality of care it provides. Data quality is key also in terms of underpinning PbR, and the Audit Commission has a coding audit programme to enable providers to monitor the accuracy of their coding for this purpose. Scotland (NHS Quality Improvement Scotland 2007) provides a good example of rigorous data quality assessment alongside each indicator, to support data interpretation and drive improvements in the underlying data.

The Information Centre oversees a Data Quality Programme Board, and has a number of initiatives to support improvements in data quality. For example, it publishes reports on data quality for the Mental Health Minimum Dataset (MHMDS) and for independent providers of acute services, and data quality dashboards are available to providers and commissioners with feedback on their data quality for the commissioning dataset (CDS) returns.

We recommend that data quality reports for mandated datasets are published routinely by the Information Centre for all providers (NHS and independent) and commissioners.
of NHS care, and that every indicator published is accompanied by an assessment of the quality of the data used in its construction. Organisations should be publicly accountable, not just for the quality of their services but also for the quality of the data on the basis of which their service quality is assessed. In this context, the Department of Health’s proposal to include mandatory feedback on data quality in the quality accounts, if appropriately formulated, has the potential to drive improvements in the usability and validity of data.

Further, progress must be made to improve the quality of clinical audit data and to bring these datasets into use for measuring and reporting on quality. The informed use of clinical audit data, not just for internal quality improvement but also for reporting on quality (eg, on NHS Choices, in quality accounts and commissioning for quality and innovation (CQUIN), etc), could lead to improvements in both data and the assessment of quality.

Some methodological and related issues

While there are a number of potential methodological issues, we focus here on case-mix adjustment, variation and risks of disclosure. These issues are particularly pertinent in the context of public use of information on quality.

To carry conviction and have utility, indicators need to measure the quality of care provided by health care systems and/or professionals, and not reflect artefacts of patient characteristics (eg, age, gender, co-morbidities, social disadvantage) and/or external confounders (eg, poor primary care, community services and/or social care, proximity to a hospice). Because of the numerous potential determinants of a patient’s outcome, outcome measures are especially susceptible to risks of inadequate adjustment – a particular concern for many clinicians who may consider their performance to be judged unfairly.

All indicators should, as far as possible, be adjusted for non-modifiable risk factors and determinants beyond the control of health care systems, although the required methods of analysis invariably increase the complexity of the results, and the choice of risk-adjustment models and statistical methodologies can have a significant impact on the designation of low- or high-quality providers. Even here, difficult choices arise – for example, whether to adjust for deprivation and ethnicity, as adjustment for these factors would mask the inequalities the NHS is expected to address; hence clinicians and managers may also need to see the true variation.

However, not making these adjustments could lead to unfair comparisons when it comes to assessing performance relative to other organisations. The control for random variation and (legitimate) risk-adjustment for confounding variables should aim to keep variation not attributable to differences in the quality of care as low as possible. As any challenge to the indicators is likely to come from the ‘poor performers’, the focus tends to be on the specificity of indicators (ie, keeping the rate of false positives low). However, it is equally important to ensure reasonable sensitivity (ie, low rate of false negatives).

Clinical indicators often measure ‘adverse’ or rare events such as readmissions, deaths and complications, resulting in wide statistical confidence intervals for the rates, and few statistical outliers. This does not invalidate their utility or reliability, as it reflects controls for random variation, but it does mean that these indicators may show little real variation between different units of assessment. Similarly, year-on-year variations in rates could reflect random variation or regression to the mean; hence trends should be assessed using appropriate statistical tests.
Variation of itself is not necessarily a cause for concern. Statistical process control techniques developed by Walter Shewhart in the 1920s are a particularly useful way of analysing variation, enabling a distinction to be made between:

- **common cause variation** – the normal, random variation, which is inherent to any process or system and therefore does not warrant investigation or action.
- **special cause variation** – the untoward variation indicative of underlying factors (positive or negative) that need further investigation, and possibly action.

All indicators should be accompanied by detailed specifications setting out the data source, inclusion/exclusion criteria, data fields and codes used, how missing data is handled, statistical methods of analysis and risk-adjustment, etc. This makes for transparency for users, supports replicability, and provides a basis for feedback to support further refinement of the indicator methodology. Comprehensive caveats/qualifiers to the indicators and results should be set out to support interpretation.

Disclosure of patient identity is a risk with published indicators that measure relatively infrequent events, or events at a disaggregated level – e.g., for clinical teams or for small geographical areas. Clear and consistent criteria are needed for suppressing results where there is a risk of disclosure before they are released publicly, based on a case-by-case review across all indicators and data sources.

**Centrally versus locally produced indicators**

The Department of Health’s strategy, *High Quality Care for All – Measuring for Quality Improvement: The approach* (Information Centre 2009e), sets out a core national set of metrics to measure progress against national priorities and to support international comparisons. In line with its principle of subsidiarity, the role of the centre will also be to support and enable measurement regionally and locally.

Local communities will be encouraged to identify and pursue local priorities, and put in place local measurement in pursuit of national goals for improving health care quality. Although quality measurement should not be the monopoly of a single agency, an unco-ordinated range of quality measurement initiatives (e.g., IQIs, quality accounts, clinical dashboards, NHS Choices, locally produced indicators, etc.) carries risks of reporting inconsistencies, conflicting messages, confusing patients and other users of quality information, and obstructing rather than enhancing the quality improvement agenda. Further, there are arguments in favour of nationally produced indicators that avoid duplication, ensure consistency of data definitions and standards, and maximise analytical rigour and cost-effectiveness (see box opposite). The demands on limited local analytical capabilities would also be minimised. In clinical areas where, for instance, there is likely to be widespread common interest in measurement – such as mental health, cardiovascular disease or orthopaedics – the potential for wasteful duplication and analytical inconsistency is considerable with a range of disparate local measurement approaches.

Further, indicators based on complex patient-level datasets such as HES and MHMDS can be derived in a variety of ways depending on the analytical options selected for each data field – e.g., choice of diagnostic/procedure codes, choice of primary or any of several fields for diagnosis/procedure, etc., and method of analysis. Local variations in analytical capability and methodology for deriving indicators could lead to significant variability in the results, making it difficult for the many users of the data (such as commissioners,
### Indicators that are developed, produced and disseminated nationally

<table>
<thead>
<tr>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wide and expert collective thinking brought to the process of developing indicators</td>
<td>Could be perceived as central diktat</td>
</tr>
<tr>
<td>Commonality of priorities across users, eg, coronary heart disease, cancer, mental health</td>
<td>Local turnaround may be speedier for some analyses</td>
</tr>
<tr>
<td>Detailed indicator specifications</td>
<td>May quell or dampen local initiative</td>
</tr>
<tr>
<td>Consistent indicator specifications</td>
<td></td>
</tr>
<tr>
<td>Data quality assessments and guidance</td>
<td></td>
</tr>
<tr>
<td>National statistical expertise</td>
<td></td>
</tr>
<tr>
<td>Consistency of statistical methodologies, including for identifying outliers</td>
<td></td>
</tr>
<tr>
<td>Cost-effectiveness of one-off production versus duplication</td>
<td></td>
</tr>
<tr>
<td>Consistency of timing, presentation and dissemination; also allows benchmarking</td>
<td></td>
</tr>
<tr>
<td>Pooling of feedback and learning</td>
<td></td>
</tr>
<tr>
<td>National Kitemark (assured standards)</td>
<td></td>
</tr>
</tbody>
</table>

### Indicators that are developed, produced and disseminated locally

<table>
<thead>
<tr>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encourages local initiative</td>
<td>Risk of inconsistency in indicator specifications, resulting in the same indicator (eg, mortality following surgery) being measured differently</td>
</tr>
<tr>
<td>Supports tailoring to local needs</td>
<td>Costly if same/similar indicators are being analysed/produced/disseminated at numerous sites</td>
</tr>
<tr>
<td>Use of data that may not be centrally available</td>
<td>Duplication of effort in development and production of indicators</td>
</tr>
<tr>
<td>Enables adjustments to indicator specifications (eg, changes to diagnostic coding)</td>
<td>Risk of inconsistency in statistical methods and presentation formats</td>
</tr>
<tr>
<td>Local turnaround may be speedier for some analyses</td>
<td>Greater demands on local analytical capacity</td>
</tr>
<tr>
<td></td>
<td>Variability in reporting periods</td>
</tr>
</tbody>
</table>
providers and patients) to make comparisons. For large, complex national datasets such as these, there are economies of scale to be had in central programming, which would also ensure consistency and quality assurance and save local analytical resources.

There is, therefore, considerable scope for rationalising local and national quality measurement activities, and promoting collaboration and sharing of feedback and best practice. A central co-ordination mechanism (eg, via the Information Centre) for harnessing local recommendations for indicators (eg, via the quality observatories) for measures that are then analysed and disseminated centrally could provide a cost-effective option for ensuring standards while also meeting local needs. In support of the subsidiarity principle, central guidance on data definitions and standards, analytical methods and quality assurance will be needed so that local measurement initiatives meet commonly applicable and consistent standards across organisations and regions.

**Evaluating and refining indicators**

Quality measures should be subject to continuous evaluation, development and refinement, and their application and impact should be monitored periodically. This is particularly important at this stage in the development of quality measurement in England. Lord Darzi wanted to see ‘a thousand flowers bloom’ in quality improvement and innovation across the NHS. This will in turn lead to the development of a plethora of different quality measures developed and used locally, some of which will inevitably be more useful than others. The Information Centre’s IQI programme, the regional quality observatories and the National Quality Board can and will all play a role in encouraging and facilitating the use of common indicators and the sharing of best practice. But they will need to develop effective ways to gather and act on feedback from NHS organisations to continuously review and improve the indicators they promote. The measurement of quality, as with any other aspect of the broader quality improvement agenda, must follow its own ‘learn-adapt’ cycle; due time and attention must be given to reviewing the quality measures as they develop and are used, monitoring and learning from this, and adapting and adjusting both the indicators themselves and how they are used.
Measurement of quality to drive improvement is the sine qua non of a high-performing health care system, and the recent national focus on this area is likely to endure. However, for this initiative to achieve its potential, all involved – from national policy-makers to the boards of NHS organisations, to individual clinical and managerial staff – need to be aware of and able to respond to the opportunities and challenges that it presents.

Data can be a powerful tool for improving the quality of care and an important source of information for patients and the public. It is vital for the choice of indicators and presentation formats to be tailored to the audiences they are aimed at. The outputs should also be accompanied by comprehensive information about the limitations of the data and analysis, with guidance to support interpretation of the indicators. Quality is complex to measure, and all datasets have their limitations. Most indicators are just that – pointers rather than absolute markers of performance.

These issues assume paramount importance if the data are put in the public domain. While greater public reporting can drive improvements in health care quality, there are also risks of misinterpretation and confusion, among patients and NHS organisations alike, from inadequately qualified use of data. Patients and the public could be misled and alarmed by league tables that need cautious interpretation, and NHS staff could become demoralised and disaffected by adverse publicity that they may perceive to be unwarranted if there is uncertainty or disagreement around the data. There is also a risk that potentially valuable data are discredited and lose face value with audiences such as clinicians, managers and the public that have much to learn from the data.

This paper has set out the issues that need to be considered in developing and using indicators for measuring quality, and has raised policy and implementation issues that need to be addressed by all engaged in the process. Many of the messages are not new. But if the drive for quality measurement in the NHS Next Stage Review is not to be another short-lived initiative, and if it is to develop from a sound base and be both lasting and effective, these issues, the lessons of past experience, and the learning from other countries need to be heeded. Although the paper has focused on acute care, many of the messages relating to measurement are generic and apply beyond the acute care sector.

In summary, the following issues need to be addressed if the benefits of quality measurement are to have their full impact.

- **Get clarity on the different aims and needs of different audiences for quality measures**
  Often, there is no shared view among the different audiences (for example, managers, commissioners, providers and patients) of what quality is, the aims of measuring it, how it should be measured, and how the resulting data should be used. Meeting the information needs of these diverse audiences requires different approaches.
Get the right indicator for the right purpose
It is essential that indicators are fit for purpose if they are to lead to improvement and avoid unintended consequences. In particular, internal quality improvement, external performance accountability, and public use of the data are quite different aims. While initiatives such as the Indicators for Quality Improvement (IQI) programme are welcome, it is important to caution against the same indicators being used by different agencies for different purposes without careful consideration of the implications.

Secure clinical engagement
Clinicians and professional organisations are at the heart of quality measurement for improvement. Their engagement in data quality assurance and the development of quality indicators is imperative.

Widen the scope of indicators
The measurement of quality needs to extend beyond the domains of quality as defined in the Next Stage Review (effectiveness, safety, experience) to include measures of productivity and efficiency linked to quality, indicators along patient pathways and across organisational boundaries, and measurement of equality and inequality dimensions.

Be selective
Quality is multidimensional and complex, which makes it even more important that measures of quality are of high quality. We believe that, on the whole, 'less is more' in terms of the number of indicators.

Appropriate interpretation is everything
Performance on indicators of quality is affected by many factors, some unrelated to the quality of care. Guidance on the appropriate interpretation of and caveats to the indicators will enhance their effectiveness and reduce the risks of misapplication.

Raise the profile of data quality and prioritise improvements in it
Measurement is only as robust as the data it is based on. Managers, clinicians, clinical coders and others (eg, commissioners) need to be engaged in and motivated to support improvements in data quality, including clinical audit data.

Develop systems to reduce or counter gaming and other unintended consequences
Measurement and public reporting carries risks. Indicators, individually and collectively, should be reviewed to keep negative consequences to a minimum, and measurement systems should incorporate mechanisms to counter unintended consequences.

Develop or have access to the necessary skills and capacity
Quality measurement is a complex and specialist area. Organisations need the skills, engagement and capacity to develop indicators, collect and analyse data, and draw appropriate conclusions from it. This takes time, commitment and financial investment.

Make optimal use of existing data sources
Developing new data sources can be important, but it is costly and can take several years. Initially, we must make the best use of existing data sources, including clinical audit data. There is a need for a longer-term strategy for information developments that maximise IT opportunities, including for measuring aspects of quality currently considered 'too hard to measure'.
Enable comparability
Some measures can be compared to an absolute standard, but most can be interpreted only in relation to others’ performance, or to previous performance. Statistical methods used in the derivation of indicators should optimise comparability, so that comparisons are seen as fair and robust. Comparability is particularly important for measures used for performance assessment and public accountability through routes such as quality accounts.

Have an effective national governance structure
Local measurement initiatives and innovation should be encouraged, but they need to meet approved standards that are consistently applicable across organisations and regions. There needs to be a national governance framework that provides guidance on data and definitions, outlines and requires application of nationally approved standards in data use and analysis, and minimises wasteful duplication. There is also a need for greater clarity about the respective roles of various management and regulatory agencies currently engaged in monitoring and reporting on quality.

Share best practice and feedback, and evaluate
Quality measures in different forms have been used across the NHS since its inception. Equally, the renewed policy focus has introduced new elements and a drive for quality measurement across the system. As IQI, commissioning for quality and innovation (CQUIN), quality accounts and other initiatives develop, we must ensure that organisations share best practice and feed back their experiences, to support collective NHS learning and innovation in measuring quality. It is also important that this process is informed by rigorous evaluations of the impact of different initiatives, and by international experience in the development and application of quality measures.

Use indicators as part of a quality improvement strategy
Indicators should be seen as one tool in a broader strategy for improving quality, which also encompasses what is not measured and the non-quantifiable dimensions of quality.

Measurement has value only when it is acted on
While this paper has not sought to cover quality improvement approaches, it is clear that measurement needs to result in action and change if it is to be effective. Quality measurement and its application for improvement need to become hard-wired into the day-to-day working of organisations.

The NHS is facing a more restricted financial future, and the challenge now is not just to achieve demonstrable improvements in outcomes for patients but also greater productivity and efficiency. The political and economic drivers for the NHS to be able to demonstrate the impact of public expenditure on the quality and safety of health care in England have never been stronger. We believe these factors make the measurement of quality even more critical for building a greater understanding of how the NHS is performing.

While this paper has focused on measuring quality, measurement itself is only a means to an end – be that benchmarking, choice, judgement, reporting, or the ultimate goal of improving outcomes and experience. Producing indicators that are technically robust and interpretable is only the start of the journey; having systems that enable this information to be used to improve patient care is the critical goal. However, good measurement is the essential first step. By collectively understanding and addressing some of the issues that we have raised, the NHS will be in a stronger position to measure delivery on its aspirations of real and lasting improvements in the outcomes for and experience of patients.
The references below provide further advice and information on the general principles of selecting, constructing and applying indicators.
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